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Abstract: The increasing demand for more computing power and data storage capacity in many fields of business, research, engineering, medical and science has raised the emergence of Grid Computing. Grid computing facilitates the environment where computers are interconnected with each other in such a manner that for making the execution faster of their tasks they can utilize the unused processing power of other idle systems. The applications of grid demand the secure access to the computational resources in the distributed environment. The secure and uniform access to resources is provided by Grid Middleware. In this paper, I have presented some of the middleware and Toolkits having some advantages and disadvantages.
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I. INTRODUCTION

A new field named “Grid Computing” is emerged from the conventional distributed computing. “Grid” name is analogous to electrical power grid. The basic motivation behind this is to access the power of computer from computer grid as like to access the power of electricity from electrical grid. Grid is an infrastructure in which many grids are joined together for the creation of a global network of computers, where discovery, selection, management, processing and sharing of large data sets become possible. Grid Computing is a form of distributed computing in which geographical distributed heterogeneous resources are integrated in to a single Virtual Organization. Where these resources can be shared, managed and exchanged to solve the large scale problems in research, science and commerce. Grid uses some open standards and protocols to provide the interoperability, to access and to discover the resources. To access the resources in uniform manner, Grid portal is an entrance for the end user. Grid portal provides the facilities to user like submission, monitoring and management of jobs. Grid middleware is designed to run the various applications over the entire network of computers.

II. REVIEW OF LITERATURE

A. Grid Middleware

The backbone of the grid computing systems is considered to the Grid Middleware. Because the communication across the entire network is not possible without the use of middleware. The purpose of grid middleware is to integrate the heterogeneous resources, efficiently assigning the resources to jobs, monitoring, managing and to provide the secure data access [14]. In the past, while facing the grid infrastructure, many of the existing middleware shows the various limitations. To overcome these limitations, new middleware are proposed. We introduced here some of the most widely used middleware to meet the needs of complex applications.

I. MPI Based Middleware

For the development of parallel applications, MPI (Message Passing Interface) is introduced as the main communication library. For grid, new approach MPICH-G2 is introduced that is the implementation of MPI. With the use of MPICH-G2, across the network of computers users can run Message Passing Interface programs with the help of the same command. It also uses the Globus toolkit services. As a result, it provides the better results than its predecessor. Its applications can be seen in world-wide like, to run and to distribute applications and conventional Message Passing Interface programs across computers located at different sites [7].

II. Java RMI Based middleware

To develop the large scale distributed applications, Java RMI (Remote Method Invocation) based middleware is introduced. For object replication, a new approach is introduced in java that is based on compiler. The compiler is helpful for code generation for RMI and to check the consistency. This approach results in better java objects replication and also performance is improved for parallel object based programs [2].

III. NetSolve

In distributed environment, to solve the computational scientific problems, this client/server application is designed. This middleware provides the facility for searching the available resources, selecting the best one resource, and after solving a problem an answer is returned to the user [4]. With the Use of TCP/IP sockets, the communication between NetSolve Agents, Clients and Servers is done. For searching and selecting the best one resource NetSolve agents are responsible [5].

IV. Globus based middleware

One of the most widely used middleware is Globus. The most popular Globus toolkit is also provided by Globus. For computational grid, it provides high level services. Various services provides by Globus includes GRAM (Globus Resource Allocation Manager) that is responsible for resource allocation, monitoring and management services. GSI (Grid Security Infrastructure) that provides single-sign-on authentication and authorization facilities [3].

V. gLite

For grid computing, gLite is another middleware. One of the unique features provided by gLite is that according to the requirements of users, they can implement the services without using the system as whole. As we know in medical sector, huge amount of data is produced, processed and manipulated. To run the medical image processing applications over the grid infrastructure, Medical Data Management approach is introduced. In this approach, advanced gLite data
management services are used by medical data management system to manage and store all the data in secured fashion [13].

VI. Legion
By the University of Virginia, Legion middleware project is introduced. For grid applications, Legion is object based metasystem software. Legion provides “vault “mechanism for persistent storage. The limitation of Legion is that it does not provide any mechanism to solve the issues like: Data load and Replica management [1].

VII. Condor and Condor-G
High throughput computing environment is provides by Condor. To perform the computational tasks, Condor harnesses the capacity of idle workstations. Without modifying the applications, it provides the facility to schedule and monitor the applications. The limitation of Condor is that it does not support the parallel applications [8]. The combination of Condor and Globus results in Condor-G software system. For grid applications, the purpose of Condor-G is to provide the proper job management services.

VIII. UNICORE
UNICORE is the Uniform Interface to Computing Resources. It provides the uniform Graphical User Interface (GUI) and security architecture where distributed resources can be accessed in secure fashion .It allows that without the user intervention, data movement function can be performed in well manner [9].

IX. NIMROD AND NIMROD-G
An interface is provided by Nimrod, where jobs can be independently submitted to a resource management system. A software system Nimrod-g is a combination of Nimrod and Globus. For the scheduling and management of computational resources that are geographically distributed world -wide Nimrod-G is introduced. The result of its implementation shows that how it is scheduling the tasks with in time and cost constraints in a well manner [11].

B. Toolkits
1. Grid Application Toolkit
The missing chain between the application level and various grid middleware packages is achieved via Grid application toolkit. To fulfil the needs of grid application developers and users, this toolkit introduced uniform programming interface. The main focus of Grid application toolkit is to the management of data, information, events and resources. As a result, we obtained that it is able to provide high level Application Programming Interface (API) that is really needed by application developers [11].

II. Simgrid Toolkit
In distributed environment, for distributed applications, it is necessary to simulate the scheduling algorithms. Simgrid toolkit is based on C language. For parallel applications, Simgrid toolkit is introduced for the simulation of scheduling algorithms. Its results describe that it provides efficient and accurate simulation. But still it is having some limitations like it is not able to model the computational grid environment aspects [12].

III. Gridsim Toolkit
A toolkit that provides simulation and modelling facilities for grid heterogeneous resources and users. To evaluate the performance of scheduler in controlling manner is very difficult and impossible task in grid systems, because in grid environment, users and resources are distributed across multiple organizations and every organization has different polices. So to overcome this limitation, Gridsim toolkit is developed that is based on java language [6].

IV. Gridbus Toolkit
Gridbus toolkit provides services for both for data and computational grid. For eBusiness and eScience applications, grid middleware technologies are developed by Gridbus project. This project has gained success worldwide. As future work, in grid environment it is trying to develop that kind of technologies that will be helpful for stock exchange creation [14].

V. Globus Toolkit
One of the most widely used for grid applications is Globus toolkit. Globus toolkit provides the facilities to access and to share the data, computing power and other heterogeneous resources across geographically distributed areas [10]. Globus toolkit version 4 is introduced that is based on web services. For implementing the web service interfaces GT4 provide web services containers. This version shows the various improvements in terms of functions that it performs like the better performance that it shows usability and standards that it covers over existing versions [12].

VI. ITK and VTK
ITK is Insight Segmentation and Registration Toolkit and VTK is Visualization Toolkit. In grid environment, for the development of biomedical image analysis applications these toolkits are introduced. It results that image analysis applications can be developed and execute in an efficient manner [13].

Table1: Summary of Grid Computing Middleware
All the above explained Grid middleware with their basic idea, advantages and disadvantages are summarized in the following table.
Table 1. Summary of Grid Computing Middleware with their advantages and disadvantages.

<table>
<thead>
<tr>
<th>S. No</th>
<th>Middleware</th>
<th>Key Idea</th>
<th>Advantages</th>
<th>Disadvantages</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>MPI Based Middleware</td>
<td>Message Passing Interface middleware is for developing the parallel applications.</td>
<td>It provides the better support to tightly coupled parallel applications.</td>
<td>It does not provide support to loosely coupled parallel applications.</td>
</tr>
<tr>
<td>2.</td>
<td>Java RMI Based Middleware</td>
<td>It is introduced to develop large scale distributed applications.</td>
<td>It is platform independent.</td>
<td>Object replication problem is that on given object when method is invoked, then it can also be accessed by many other objects also [2].</td>
</tr>
<tr>
<td>3.</td>
<td>NetSolve</td>
<td>It does best effort to use the best computational resources available over the network.</td>
<td>It is client server application [4].</td>
<td>It does not provide universal interface [14].</td>
</tr>
<tr>
<td>4.</td>
<td>Globus Based Middleware</td>
<td>For grid services, it is one of the most widely used middleware.</td>
<td>It provides various features like discovery of resources, heterogeneity and security issues.</td>
<td>It does not provide any common model or architecture to add any new functionality.</td>
</tr>
<tr>
<td>5.</td>
<td>gLite</td>
<td>For building the grid applications, this middleware provides the framework [13].</td>
<td>According to the needs, user can implement the services rather than using the whole system.</td>
<td>To add the more features, it requires further work.</td>
</tr>
<tr>
<td>6.</td>
<td>Legion</td>
<td>It is object based metasystem software.</td>
<td>It provides common model or architecture that will support the new functionality added by designer.</td>
<td>It does not address the issues like Management of data load and replica [1].</td>
</tr>
<tr>
<td>7.</td>
<td>Condor-G</td>
<td>This is derivative software that combines the features of both Condor and Globus.</td>
<td>Condor-G provides the various features in multi-domain environments like to access the resources in secure manner, to harness the capacity of idle workstations.</td>
<td>The limitation of Condor-G is that it does not support the parallel applications [8].</td>
</tr>
<tr>
<td>8.</td>
<td>UNICORE</td>
<td>For computational resources uniform interface is provided by this middleware.</td>
<td>It provides the interface and java based environment for preparing the jobs and to accessing the super computer resources in secure manner.</td>
<td>Interactive processes are not allowed here.</td>
</tr>
<tr>
<td>9.</td>
<td>Nimrod-G</td>
<td>The combination of Nimrod and Globus results in Nimrod-G middleware.</td>
<td>For accessing the computational resources, it facilitates transparent, simple and easy mechanism [11].</td>
<td>Scheduling policy followed here is fixed application oriented.</td>
</tr>
</tbody>
</table>
## Table 2: Summary of Grid Computing Toolkits

The following table summarizes the all above explained various toolkits with their basic idea, advantages and disadvantages are summarized.

<table>
<thead>
<tr>
<th>S. No</th>
<th>Toolkits</th>
<th>Key Idea</th>
<th>Advantages</th>
<th>Disadvantages</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>Grid Application Toolkit</td>
<td>To establish the link between the application level and grid packages this toolkit is introduced.</td>
<td>It provides the various features like management of resources, data and events.</td>
<td>All possible use cases are not covered by this toolkit.</td>
</tr>
<tr>
<td>2.</td>
<td>Simgrid Toolkit</td>
<td>In the distributed environment, for parallel applications, this toolkit is introduced for the study of scheduling algorithms</td>
<td>It facilitates the simulation of scheduling algorithms.</td>
<td>Although it provides the simulation feature, but still it is having some limitation like it is unable to model the complex environments aspects.</td>
</tr>
<tr>
<td>3.</td>
<td>Gridsim Toolkit</td>
<td>For grid resources and users that are heterogeneous in nature, it facilitates the modeling and simulation facilities.</td>
<td>It overcomes the limitation of evaluating the performance of scheduler in controlled manner.</td>
<td>For the concurrent implementation it still needs lot of work.</td>
</tr>
<tr>
<td>4.</td>
<td>Gridbus Toolkit</td>
<td>Gridbus is introduced for ebusiness and eScience applications.</td>
<td>It offers various services for computational and data grid.</td>
<td>For the other complicated applications like stock exchange creation there is need for development of other technologies at here.</td>
</tr>
<tr>
<td>5.</td>
<td>Globus Toolkit</td>
<td>For the grid applications, this toolkit results as one of the most widely used.</td>
<td>Various features are introduced like sharing and accessing the processing power, data and other resources over geographical distributed environment.</td>
<td>Globus toolkit is having missing functionality, if vendor does not provide the fabric level behaviour.</td>
</tr>
<tr>
<td>6.</td>
<td>ITK and VTK</td>
<td>ITK is Insight segmentation Registration Toolkit and VTK is Visualization Toolkit.</td>
<td>It is introduced for the biomedical image analysis applications.</td>
<td>To gain the much better results, we can enhance its features also.</td>
</tr>
</tbody>
</table>
III. CONCLUSION

From the above discussion of Grid Middleware and Toolkits. Finally I conclude that there are many middleware and toolkits available for the co-ordinated resource sharing, secure resource access, resources allocation, job scheduling, monitoring and management of jobs. Each approach has their own pros and cons. It could not said that anyone of the middleware and toolkits overcome the limitations of others, but with the hybrid approaches like Condor-G and Nimrod-G, we can overcome the limitations of single approach and it also results in better features and achievements.
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