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Abstract—Lifting is an efficient algorithm to implement the discrete wavelet transform in order to overcome the drawbacks of the conventional wavelet transform that does not provide a compact representation of edges which are not in horizontal and vertical directions. The lifting scheme provides a general and flexible tool for the construction of wavelet decompositions and perfect reconstruction filter banks. It has been adopted in JPEG 2000. The paper follows this research line, novel 2 D Adaptive Directional Lifting based on SPL 5/3 has analyzed, structured and tuned with improved SPIHT based on adaptive coding for lossless JPEG 2000 image coding. The proposed 2D-ADL scheme incorporates the directionally spatial prediction into the conventional lifting based on 5/3 wavelet transform and forms a novel, efficient and flexible lifting structure with proposed scaling coefficients. In order to obtain better compression on image edge, an improved Set Partitioning In Hierarchical Trees (ASPIHT) algorithm based on prior scanning the coefficients around which there were more significant coefficients was replaced with conventional SPIHT. Although, the proposed 2D-ADL based on SPL5/3 scheme followed by ASPIHT codec significantly reduce edge artifacts and ringing and outperforms the conventional 1D lifting scheme followed by SPIHT upto 8.4 dB as reported.
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I. INTRODUCTION

Wavelet family is broad. Wavelet basis choice is conditioned by the application at hand or the given objective. In coding, some wavelets are more adequate for smooth regions and others behave better near discontinuities. Hence, many researchers have proposed adaptive schemes that modify the underlying wavelet basis according to local signal characteristics. Filter banks were the fundamental tool to create discrete wavelet transforms. They are formed by the analysis and synthesis low pass and high pass filters and the intermediate stage composed by a down and up sampling. Initially, the complexity and challenge of adaptively was to assure the filter bank reversibility in order to recover the original data. The wavelet transforms with spatially adaptive mother wavelets, chosen according to the underlying local signal characteristics are expected to be more effective in representing such signals.

The lifting framework for wavelet transforms provides the flexibility of designing wavelet transforms with such nonlinear basis functions. Each one dimensional (1-D) Discrete Wavelet Transform (DWT) can be factored in to one or more lifting stages. A typical lifting stage is comprised of four steps: Split, Predict, Update and Normalize. The prediction and update steps in lifting can be made linear or nonlinear. The purpose of this paper is to develop a modified structure L with new simple binary fraction for adaptive lifting based SPL 5/3 and tuned with new modified improved Set Partitioning in Hierarchical Trees (ASPIHT) based on adaptive coding algorithm in which the compression performance is better than existing [1][2] lifting methods and new proposed SPL 5/3-tap wavelet can be considered as a very good alternative to existing lifting wavelets [17 18] for 2 to 8 lifting levels with 0.1 to 1.0 bpp bit rates.

A 2D adaptive lifting structure of DWT is realized by applying the 1D lifting structures to images twice, vertically and horizontally. Iwahashi et O have proposed the 2D direct lifting structure based on 5/3 DWT, by interchanging and merging some lifting in the 2D separable lifting structure of 5/3 DWT [14] [20]. Our proposed scaling coefficients of modified structure of 5/3 DWT 2D adaptive lifting structures was coupled and compressed using ASPIHT for 2D signals such as smooth images like Lena and edge dominated images like peppers.

The proposed 2D adaptive filtering is realized by changing the sampling matrix by sub-regions of images, according to feature directions of the sub-regions. With advantages of the 2D adaptive structure and the adaptive filtering, the proposed structure improves the performance of the lossy image coding application.

Further, In order to obtain better compression on image edge, an improved Set Partitioning In Hierarchical Trees (ASPIHT) algorithm based on prior scanning the coefficients around which there were more significant coefficients was proposed. Finally, lossy image coding results of the proposed codec (2-D ADL+ASPIHT) is compared with previous work done by S.H. Dabhole [17 18] and Wang Tianhui [2] are shown to validate the advantage of the proposed efficient codec.

Section 2 summarizes wavelet transform. We propose adaptive directional lifting structure in Sect. 3, and ASPIHT coding scheme and Compression Quality Evaluation recapitulates in Sect. 4. The implementation of proposed 2D-ADL algorithm has mentioned in section 5. Section 6 summarizes Results and Discussion. Conclusions are presented in Section 7.
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II. SPL 5/3 WAVELET AND ADAPTIVE LIFTING

The JPEG2000 choice for the lossy-to-lossless compression algorithm (JPEG2000-LDS) is the DWT known as SPL 5/3, spine 5/3. The low- and high-pass analysis filters have 5 and 3 taps, respectively. It was introduced by D. Le Gall [Gal88] in the subband coding domain, seeking short symmetric kernels for PR image coding purposes. Cohen, Daubechies, and Feauveau [7] developed families of biorthogonal transforms involving linear phase filters using Fourier arguments. The shortest biorthogonal scaling and wavelet function with 2 regularity factors (or vanishing moments) at analysis and synthesis is attained with the filter bank proposed by Le Gall. Indeed, the SPL 5/3 synthesis scaling function is a linear B-spline, which is the reason for the name spline 5/3. The SPL 5/3 wavelet also belongs to this family [20].

The SPL 5/3 wavelet analysis low-pass filter \( H_0(z) \) and the high-pass filter \( H_1(z) \) are

\[
H_0(z) = -z^{-2} + z^{-3} + 6z^{-4} + 2z^{-5}, \\
H_1(z) = z^{-1} - z^{-1} + 2 - z^{-1}. 
\]

(1)

For lossless coding, an integer-to-integer transform [9] is preferred. Lifting with a rounding after each step attains this kind of transform straightforwardly. In this way, any FIR filter bank can be implemented as an integer-to-integer transform by placing the rounding operation after each filter and before the addition or subtraction because of the stated FIR filter bank factorization property into lifting steps [7]. For instance, the lifting steps realize the integer to integer transform of the filter bank. At low bit rates, reversible integer to integer transforms and their conventional counterparts often yield results of comparable quality.

\[
P(x[n],x[n+1]) = \frac{[x[n]+x[n+1]]}{2}, \\
U(y[n-1]),y[n]) = \frac{y[n-1] + y[n]}{4}.
\]

(2)

If the initial wavelet is the LWT, then the low and high pass filters are related to the linear prediction and update through

\[
H_0(z) = 1 + H_1(z)U(z^2), \\
H_1(z) = z^{-1} - P(z^2).
\]

(3)

The analysis polyphase matrix of the SPL 5/3 wavelet is

\[
H_p(z) = \begin{pmatrix}
K_1 & 0 \\
0 & K_2
\end{pmatrix}
\begin{pmatrix}
\frac{1}{2}z + \frac{1}{4}x \\
\frac{1}{2}z - \frac{1}{4}x
\end{pmatrix}
\begin{pmatrix}
1 & 0 \\
-\frac{1}{2} & 1 - \frac{1}{2}z^{-1}
\end{pmatrix}
\]

(4)

\(K_{2}=1/2\). The synthesis filters are

\[
G_0(z) = \frac{z^{-1} + 2 + z^4}{2}, \\
G_1(z) = \frac{z^{-2} + 2z^{-3} + 6z^{-4} - 2z^{-5}}{8}.
\]

(5)

Interestingly, the lossless performance is almost independent of the normalization being performed or omitted. However, if the scaling factors are omitted, a performance degradation appears in lossy compression because the transform deviates from unitary and thus, the information content of the coefficients is not directly related to its magnitude. Daubechies and Sweldens were the first [8] to show the superiority of the biorthogonal wavelet transform 5/3 for the decorrelation of natural images. It has been widely used in image coding [10, 11] and is used by the JPEG-2000 codec. The lifting scheme of the biorthogonal transform 5/3 goes through of four steps: two prediction operators and two update operators as shown in Figure 1.

Figure 1 – Split, Predict and Update Steps of forward SPL 5/3 wavelet using Lifting scheme (a) Lifting implementation of the analysis side of the SPL 5/3 filter bank (b) Structure of the SPL 5/3 filter

The lifting technique is an efficient implementation of wavelet transform with low memory and computational complexity. First of all, we briefly review the conventional lifting technique proposed by Daubechies et al. [7]. Let \((x, n, m)\) be a 2D image. It is well-known that the 2D wavelet transform can be separated into two 1D wavelet transforms without losing the generality, we were only discuss the 1D wavelet transform on the vertical direction.

According to the technique proposed in [5], the 1D wavelet transform can be performed with one or multiple lifting stages. A typical lifting stage consists of three steps: split, predict and update. Firstly, all samples are split into two sub-sets: the even sample set and the odd sample set, i.e.

\[
\begin{align*}
x_e(m, n) &= x(m, 2n); \\
x_o(m, n) &= x(m, 2n + 1).
\end{align*}
\]

(6)

Then, the sample at the odd rows is predicted from the samples at the neighboring even rows. The high-pass coefficient \(h(m, n)\) is calculated with

\[
h(m, n) = x_o(m, n) - P_e(m, n).
\]

(7)

Where \(P_e(m, n)\) is the predicting value.

Finally, the sample at the even row is updated with the updating value \(U_1(h(m, n))\) to produce the low-pass coefficient \(l(m, n)\), i.e.

\[
l(m, n) = x_e(m, n) + U_1(h(m, n)).
\]

(8)

The above lifting steps can be easily applied on a regular image.
However, due to the pixel-misalignment between the even and odd rows in each description from the quincunx segmentation, as shown in Fig. (2), it is not efficient to directly use the conventional prediction and updating lifting operations. Fig. 3(a) and Fig. 3(b) show the low-pass and high-pass sub bands derived from the conventional lifting technique, respectively. Obviously, the high-pass subband is still with relatively larger energy, in that the correlation between neighboring pixels has not been fully exploited. Actually, the true locations of pixels at the even and odd rows are shown in Fig. 2(b). The intuitive solution of tackling the pixel-misalignment problem is to predict $x_{m+1,n}$ from the interpolation values between $x_{m,n}$ and $x_{m+1,n}$ and between $x_{m,n+2}$ and $x_{m+2,n+2}$. In other words, the prediction direction should be considered in the lifting steps. The similar problem exists in the updating step. Therefore, in this paper, we introduce the interpolation operations into the lifting steps. Actually, more lifting directions are employed to further improve the performance. Fig. 3(c) and Fig. 3(d) show the low-pass and high-pass sub bands derived from the proposed lifting technique, respectively. Obviously, the high-pass subband only has small energy. The proposed adaptive directional lifting transform are described in detail in the next subsection.

III. PROPOSED ADAPTIVE DIRECTIONAL LIFTING STRUCTURE

The proposed directional lifting techniques aims at extensively exploiting the spatial correlation among neighboring pixels in a description. Briefly, the proposed algorithm first analyzes the spatial correlation in all directions for a pixel, and then selects the direction with the smallest prediction errors for the lifting operations. The problem arises from the unavailability of some pixels in some directions in a description. Therefore, the missed pixels have to be interpolated. In this paper, the classical image interpolation algorithm using sinc function is employed. The interpolation is performed up to quarter pixel. Thus, the proposed algorithm analyzes the local spatial correlations in all directions along with predicting horizontal or vertical direction and then chooses a direction with the minimum prediction errors. Fig. 4 shows all prediction directions. The prediction value $P_e(m,n)$ of pixel $x(m,2n+1)$ is taken as a linear combination of the samples at even rows indicated with the arrows. Specially,

\[
P_e(m,n) = \frac{\sum p_i X_e(m+2^{(\text{dir})-1}(\text{dir}=2) \times n + 1)}{4} + \frac{\sum p_i X_e(m+1,n+2^{(\text{dir})-1}(\text{dir}=6) \times n + 2)}{4}
\]

Where, the weights $p_i$ are given by the filter taps, $\text{dir}$ denotes the prediction direction, and $x_e$, which is in half-pixel or quarter-pixel precision, is interpolated using adjacent integer pixels by sinc function.

\[
P_e^z_1z_2 = \sum_{i=A}^{B} \frac{p_i z_1 z_2^{2+(-1)^{i}(\text{dir}=2)}}{4} \quad \text{DIR} = 1,2,3,4
\]

\[
P_e^z_1z_2 = \sum_{i=A}^{B} \frac{p_i z_1 z_2^{2+(-1)^{i}(\text{dir}=6)}}{4} \quad \text{DIR} = 5,6,7
\]
Where, $a$ and $b$ delimit the finite support of the FIR wavelet filter. Since the prediction is still calculated from the samples at even rows, if the prediction direction is known, the proposed lifting can still perfectly reconstruct the samples at odd rows with equation (2).

**Figure 4 – The directions in the proposed lifting-based decomposition**

The updating step is carried out in the same direction as that in the prediction step. Note that the proposed framework is very general, and it does not have any restriction on the update direction. We keep the prediction and updating direction the same to save the bits to code the side information of direction. Actually, the optimal updating direction should also be consistent with the prediction direction in most cases. Consequently, after the updating step, the samples at even rows are updated as

$$U_h(m,n) = \left\{ \begin{array}{ll}
\sum_{j=1}^{2^{(n-1)dir}} U_h\left(\frac{m + 2^{(n-1)dir} - j}{4}, n + j\right) \\
\sum_{j=1}^{2^{(n-1)dir}} U_h\left(\frac{m + j - 1}{4}, n + \frac{2^{(n-1)dir} - 1}{4}\right)
\end{array} \right. \quad (10)$$

Where, the weights $u_i$ are given by the filter taps. The corresponding finite impulse response function is

$$U(z_1, z_2) = \left\{ \begin{array}{ll}
\sum_{i=0}^{2^{(n-1)dir}-1} U_j z_1^{2^{(n-1)dir}-2} z_2^{(n-1)dir-2} dir = 1,2,3,4 \\
\sum_{j=1}^{2^{(n-1)dir}} z_1^{2^{(n-1)dir}-2} z_2^{(n-1)dir-2} dir = 5,6,7
\end{array} \right. \quad (11)$$

The lifting scheme analysis is described with a sequence of “predict” and “update” filters. Consider a signal $X = (x_n)$ n ∈ Z with $x_n \in R$. It is first split into two disjoint sets: the even indexed samples $Xe=(x_{2n})$ n ∈ Z and the odd indexed samples $Xo=(x_{2n+1})$ k ∈ Z. Typically these two sets are closely correlated. Let $a_i(Xe)$(where $i=1,2$ in SPL5/3 wavelet) denote the predict operation on $Xe$, $b_i(Xo)$(where $i=1,2$ in SPL5/3 wavelet) denote the update operation on $Xo$. The lifting scheme of SPL5/3 is shown in Fig. 1. In Fig.1, $a_1, a_2$... denote predict filters, and $b_1, b_2$... denote update filters, K and 1/K denotes scaling coefficients. The values of proposed scaling coefficients $k_1$ and $k_2$ of modified structure for SPL 5/3 based on adaptive lifting parameters are:

| **Table-1** Adaptive Lifting parameters of modified structure of SPL 5/3 |
|-----------------|-----------------|
| parameters      | values          |
| a               | -0.5, -0.5      |
| b               | 0.25, 0.25      |
| c               | 0, 1            |
| d               | 0, -1           |
| $k_1$ Proposed  | 1 and           |
| $k_2$ Proposed  | 0.5             |

The synthesis side of the filter bank simply inverts the scaling, and reverses the sequence of the lifting and update steps. Fig. 5 shows the synthesis side of the filter bank using lifting.

**Figure 5 – Lifting implementation of the synthesis side of the SPL 5/3**

**IV. ASPIHT CODING SCHEME**

When the decomposition/forward lifting image is obtained, we try to find a way to code the wavelet coefficients into an efficient result, taking redundancy and storage space into consideration. SPIHT [7] is one of the most advanced schemes available, even outperforming the state-of-the-art JPEG 2000 in some situations. The basic principle is the same; a progressive coding is applied, processing the image respectively to a lowering threshold. The difference is in the concept of zero trees (spatial orientation trees in SPIHT). This is an idea that takes into consideration bounds between coefficients across sub bands at different levels [19]. The first step is always the same: if there is a coefficient at the highest level of the transform in a particular subband which considered insignificant against a particular threshold, it is very probable that its descendants in lower levels will be insignificant too. Therefore we can code quite a large group of coefficients with one symbol. Fig. 6 shows the algorithm of SPIHT is discussed as a First step; the original image is decomposed into ten sub bands. Then the method finds the maximum and the iteration number. Second, the method puts the DWT coefficients into a sorting pass that finds the significance coefficients in all coefficients and encodes the sign of these significance coefficients. Third, the significance coefficients that can be found in the sorting pass are put into the refinement pass that uses two bits to exact the reconstruct value for approaching to real value. The first second and third steps are iterative, and then iteration decreases the threshold ($T_n = T_{n-1}/2$) and the reconstructive value($R_n = R_{n-1}/2$).

In order to obtain better compression on image edge, an improved Set Partitioning In Hierarchical Trees (ASPIHT) algorithm based on prior scanning the coefficients around which there were more significant coefficients had been scanned. The scanning order was confirmed adaptively and did not need any extra storage. It can code more significant coefficients at a specified compression ratio. As a fourth step, the encoding bits access entropy coding and then transmit [11].
The result is in the form of a bit stream. The entire wavelet based image encoding algorithms improves the Compression rate and the visual quality.

V. IMPLEMENTATION OF PROPOSED CODEC ALGORITHM

We were proposed a two dimensional (2D) adaptive Lifting based on SPL 5/3 with modified structure i.e. scaling coefficient $L=[k_1,k_2]$ with $k_{proposed}^1=1$ and $k_{proposed}^2=0.5$ for lossy Image compression, as shown in figure 7. Furthermore, by introducing the adaptive lifting to the modified structure, the 2D proposed structure was realized and applied along with ASPIHT into lossy image compression.

![Figure 6 – SPIHT algorithm](image)

The SPIHT algorithm is a method for image compression. It uses a wavelet transform to decompose the image into different frequency bands, and then applies a simple arithmetic coding algorithm to encode these bands. The advantage of this approach is that it is lossless, meaning that no information is lost during the compression process.

Two types of DWTs are considered in the JPEG2000: the lossless algorithm is based on an integer spine 5-tap/3-tap filter, whereas the lossy compression uses the popular Daubechies 9-tap/7-tap floating-point filter [4]. In order to avoid this rearrangement overhead, we have also considered two additional strategies. The first one, which we have denoted by ADL, was proposed in [18]. It uses an auxiliary matrix to store the results of the horizontal (row) filtering. In this way, as figure 9 shows, the horizontal high and low frequency components are not interleaved in memory. The vertical (column) filtering reads these components and writes the results into the original matrix following the order expected by the quantization step.

![Figure 9– ADL strategies (logical view on the top; recursive data layout on the bottom)](image)

In order to improve data locality we have employed a recursive data layout [19] where each sub-band is laid out contiguously in memory. As we will explain below, this approach also allows a better exploitation of the ADL parallelism. Furthermore, we have introduced an additional strategy, which we have denoted by in place ADL. It can be considered as a trade-off between the in place and ADL alternatives. It performs the horizontal filtering in place but uses an auxiliary matrix to store the final wavelet coefficients as soon as they are computed. In this way, at the end of the calculations, the transformed image is stored in the expected order, thus avoiding the post processing stage.

![Figure 7– block dia. For proposed 2 D adaptive SPL 5/3 wavelet with spith for lossy image compression](image)

The 2D input image is processed through a lifting filter, and the result is then decoded back into the original image. This process is repeated for different levels of decomposition, allowing for high compression rates.

![Figure 8 – In place strategy (logical view on the top; recursive data layout on the bottom)](image)

In order to improve the spatial locality of the memory access pattern, loop tiling (aggregation in fig.4) is employed. This technique allows for better data locality, particularly when dealing with images of large size.
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The Peak Signal to Noise Ratio (PSNR) is the most commonly used as a measure of quality of reconstruction in image compression. The PSNR are identified using the following formulate:

$$\text{PSNR} = 10 \log_{10} \left( \frac{\text{Dynamic range of image}}{\text{MSE}} \right)$$  \hspace{1cm} (9)

Mean Square Error (MSE) which requires two $M \times N$ grayscale images $I$ and $\hat{I}$, where one of the images is considered as a compression of the other is defined as:

$$\text{MSE} = \frac{1}{MN} \sum_{i=1}^{M} \sum_{j=1}^{N} (I(i,j) - \hat{I}(i,j))^2$$  \hspace{1cm} (10)

Here, an image is encoded on 8 bits. It is represented by 512 gray levels, which vary between 0 and 511, the extent of image dynamics is 512.

VI. RESULTS AND DISCUSSION

We are interested in lossless compression methods based on 2D wavelet transforms because their properties are interesting. Indeed, the 2D wavelets transform combines good spatial and frequency locations. We applied the proposed algorithm on test image ‘Lena’ and ‘peppers’ of size 512 X 512 encoded by 0.25 to 8 bit rates in bpp for levels from 1 to 8.

The importance of our work lies in the possibility of reducing the rates for which the image quality remains acceptable. Estimates and judgments of the compressed image quality are given by the PSNR evaluation parameters shown below in table –I for Lena and table-III for peppers.

**TABLE-II**

<table>
<thead>
<tr>
<th>Rate</th>
<th>PSNR of ADL based SLP 5/3 CDF at 2 to 8 levels with different rates for Lena</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>S.H. Dabhote[17] (1D ADL+SPIHT) 17.22 29.04 28.88 27.84</td>
</tr>
<tr>
<td></td>
<td>Proposed (2D ADL+SPIHT) 18.41 34.34 34.20 33.41</td>
</tr>
<tr>
<td>0.50</td>
<td>Wang Tianhui [2] 16.97 34.56 32.79 30.27</td>
</tr>
<tr>
<td></td>
<td>S.H. Dabhote[17] (1D ADL+SPIHT) 22.51 36.62 35.25 34.06</td>
</tr>
<tr>
<td></td>
<td>Proposed (2D ADL+SPIHT) 23.73 40.83 39.42 38.14</td>
</tr>
<tr>
<td>1.0</td>
<td>Wang Tianhui [2] 25.90 40.42 38.63 36.92</td>
</tr>
<tr>
<td></td>
<td>S.H. Dabhote[17] (1D ADL+SPIHT) 27.41 37.69 39.73 37.69</td>
</tr>
<tr>
<td></td>
<td>Proposed (2D ADL+SPIHT) 29.77 43.12 41.84 40.47</td>
</tr>
</tbody>
</table>

To show the performance of the proposed method, we will now make a comparison between our proposed scheme of 2D-ADL based SPL 5/3 coupled with the SPIHT coding, with previous work of myself[17] which comprises 1D-ADL with conventional SPIHT, existing lifting structures of SPL 5/3 of Wang Tianhui[2].
TABLE-III

<table>
<thead>
<tr>
<th>Rate</th>
<th>PSNR of ADL-based 5/3 CDF at 2 to 8 levels with different rates for peppers</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>S.H. Dabhole [17] 12.07 33.08 31.29 22.09</td>
</tr>
<tr>
<td>6</td>
<td>Proposed (2D ADL+ASPIHT) 11.82 34.02 34.36 30.90</td>
</tr>
<tr>
<td>0.50</td>
<td>S.H. Dabhole [17] 16.13 39.80 38.74 28.74</td>
</tr>
<tr>
<td></td>
<td>Proposed (2D ADL+ASPIHT) 18.58 39.91 40.37 37.20</td>
</tr>
<tr>
<td>1.0</td>
<td>Wang Tianhui [2] 22.36 40.07 40.64 40.66</td>
</tr>
<tr>
<td></td>
<td>S.H. Dabhole [17] 19.90 41.34 40.53 34.83</td>
</tr>
<tr>
<td></td>
<td>Proposed (2D ADL+ASPIHT) 25.46 43.94 43.64 43.23</td>
</tr>
</tbody>
</table>

VII. CONCLUSIONS AND FUTURE SCOPE

The proposed codec (2D-ADL+ASPIHT) appears promising for image compression. Table II at level=8 and rate=1 confirms better performance for smooth images like Lena than traditional [17][2]. Similarly, Table-III at level=8 and rate=1 seems that it reduces edge artifacts and ringing for edge dominated images like peppers and gives improved PSNR of 8.4 dB than the previous work [17][2]. Further, all this can be achieved without extra cost on coding the filter decisions. This proposed method does not require any side information regarding to the filter selection to be sent to the backward transform for perfect reconstruction. From the above discussion, it is evident that the 2D adaptive lifting based wavelets coupled with ASPIHT outperform the traditional lifting wavelets. The future scope of the presented work can be summarized as follows.

- The techniques can be extended for video compression.
- The techniques can be extended for any other image processing applications for better results.
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