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Abstract—Electricity price forecasting has gained a reputation for its importance in the deregulated energy market. The forecast process can be complicated as it depends on many elements. This paper proposes a hybrid of a neural network with a genetic algorithm for the electricity price forecasting. The Ontario energy market is selected as the tested market for this model. The features for the neural network input are the actual historical demand and actual Hourly Ontario Energy Price (HOEP). The genetic algorithms help to select the number of features and to optimize the parameters of the neural network. This hybrid model helps to improve the accuracy of the forecasted price when comparing with the accuracy of the individual neural network itself. The mean absolute percentage error has represented the accuracy of the hybrid model, and it is used as a benchmark of the proposed hybrid model with other models.
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I. INTRODUCTION

The regulated energy market had been controlling the electricity industry for many decades. The regulated electricity market means that the utility is in a vertically integrated ownership system that has full control over the generation. The regulation provides a stable industry and price, and lead to the success of the universal power grid extended through all cities and rural areas. However, the regulation and deficiency competition had caused a type of stagnation. Therefore, there are several moves to drive the government to deregulate its energy industry. The deregulation led to more competition, which encourages the development of the energy industry, innovation, and even gave out more extensive choice and at a lower price [1].

In the deregulated electricity market, the electricity price may be a barrier as it relies on many uncertainty factors such as weather, supply, demand, the global market, etc. As such, the electricity price forecasting has become a vital device to predict the electricity price since the price can have a sudden spike price and extremely volatile. Many forecasting models had been proposed such as CGSA-LSSVM [2], ARMAX-GARCH [3], GRBFN [4], WT with ARIMA-GARCH [5], etc.

The machine learning receives lots of attention as it requires adaptive mechanisms that allow the computers to learn from experiences such as examples and analogy. The most popular methods of machine learning are artificial neural networks and genetic algorithms [6]. From past researchers, many had proposed artificial neural networks [7]–[13].

The artificial neural network (ANN) has earned much recognition due to the non-parametric data-driven models and has the ability to mapping a nonlinear function. The ANN was also known due to its smooth and simple models. However, by using the neural network itself may lead to local minima and the genetic algorithms suggested to overcome such issues [14], [15].

In this paper, the hybrid of the neural network and genetic algorithm is proposed for the Ontario energy market. The feed-forward neural network is used for the neural network models. The purpose of this hybrid method is to enhance the accuracy of the forecasted electricity price when comparing it with the single neural network itself.

II. IMPLEMENTATION OF NEURAL NETWORK AND GA

The neural network can be illustrated as the human brain. The neural network imitates the brain concept; the information is stored and processed simultaneously throughout the whole network [6], [16]. The network changes its connection weights by training to learn the solution to a particular issue. Its architecture and algorithm determine the learning ability of the neural network for training [17].

Genetic algorithms (GAs) are based on natural selection and genetics. The genetic algorithm takes the trait of the evolutionary optimization characteristic in optimizing a process to produce a better solution to a ‘bad situation’. The primary mechanism of GAs is simple as it involves in copy string of individuals and flips partial of the strings. It is capable of being applied to a wide range of severe problems. The GAs can aid in searching the optimal answer after a few iterative performances [18].

The GAs is used to optimize the feature and parameter of the neural network. The GAs are initialized with ‘population guesses’ that are typically random and will then be spread across the search area. These initial guesses are in the binary alphabet (or strings) of the real variables which also known as the chromosomes. A set of solutions that represents by the chromosomes is known as population [19]. The GAs will train the feature and parameter using the three operators: selection; crossover; and mutation, to guide the population towards achieving optimum global convergence [20].
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The selection applies pressure to the population by removed the feeble performing individuals, which allowed the capable individuals to have a chance of promoting the information within for the next generation. The crossover gives out a solution to exchange information. The operator chose a random pair of two individuals promoted by the selection for mating (exchange all information between two individuals) then the mutations will randomly flip a bit in the string [19]. After these operations are applied to the first generation, a new generation is formed [20].

There are few factors affecting the GAs performance, all of which includes the population size, number of generations, rate of crossover, and rate of mutation. Having a bigger size of population and generations can raise the chance of achieving the global optimum; however, it may increase the computational time [18], [21].

III. METHODOLOGY

The actual historical demand and HOEP is obtained from the data directory of IESO [22]. The training period is set for the past 49 days as a fair comparison with the previous research [23].

From Table I, six models are developed to represent the three seasons of spring, summer, and winter in the year 2004. Week one and week two are in the spring seasons, week three and week four are in the summer seasons, while week five and week six are in the winter seasons.

For the neural network feature, the actual past demand and HOEP are used. For the actual past demand, previous day-1, day-2, and day-7 are used while for the HOEP, and previous day-1 is used as the neural network feature. The notation day-n represents the previous day data from the testing day. The initial feature for the neural network is 96. The feature is chosen based on the evaluation of the correlation analysis, which, the most related variable is selected as the neural network features.

<table>
<thead>
<tr>
<th>Table-1: The testing period for six weeks</th>
</tr>
</thead>
<tbody>
<tr>
<td>Week</td>
</tr>
<tr>
<td>------</td>
</tr>
<tr>
<td>1</td>
</tr>
<tr>
<td>2</td>
</tr>
<tr>
<td>3</td>
</tr>
<tr>
<td>4</td>
</tr>
<tr>
<td>5</td>
</tr>
<tr>
<td>6</td>
</tr>
</tbody>
</table>

Fig. 1 shows the flowchart of research methodology for the hybrid of the neural network and genetic algorithm. The input and output are then normalized between [-1, 1]. The GAs will select many features from the input for the neural network training. The hidden layer can be varied on their circumstances - some only require a single hidden layer, and in other cases, require more [24].

In this paper, the hyperbolic tangent transfer function with a single hidden layer is used in the neural network learning, while the pure linear activation function is used for the output layer. The number of hidden neurons in the hidden layer is set as 1 and 2. The best number of hidden neuron is selected for neural network training. In (1) represents the hyperbolic tangent transfer function.

\[ S(x) = \tanh(x) = \frac{e^x - e^{-x}}{e^x + e^{-x}} \]

The GA will then help optimize the parameters of the neural network, the rate of learning, and the rate of momentum. The rate of learning is the portion of the error gradient, in which the weights must be adjusted. The rate of momentum reduces the proportion of the former weights in order to assess the new weights [25]. Both the rate of learning and the rate of momentum may vary between 0 and 1.

The fitness value based on the Mean Absolute Error Percentage (MAPE) will determine the accuracy of the models. The MAPE is calculated in (2).
\[
MAPE = \frac{100}{m} \times \sum_{t=1}^{m} \left| \frac{P_{\text{act}} - P_{\text{fore}}}{P_{\text{act}}} \right|
\]

where \( m \) is the total amount of hours, \( P_{\text{act}} \) is the actual HOEP at hour \( t \), and \( P_{\text{fore}} \) is the predicted HOEP at hour \( t \).

The best MAPE from the number of features and neural network parameters will be selected for every testing week.

IV. RESULTS AND DISCUSSION

Table II shows the rate of learning, rate of momentum, and MAPE for the hybrid of the neural network and genetic algorithm (NN-GA). The GAs select several features to be an input for the neural network then optimize the rate of learning and the rate of the momentum of the neural network to be trained.

For week one, the optimum rate of learning and the rate of momentum is 0.75 and 0.45, while for week two is 0.93 and 0.61, respectively. The optimum rate of learning and rate of momentum for week three are 0.76 and 0.84, while week four is 0.13 and 0.18. The optimum rate of learning for week five is 0.33, and week six is 0.59, while the rate of momentum for week five and week six are 0.16 and 0.89, respectively. The suitable hidden neuron for all week except for week four is 2, while for week four is 1.

Fig. 2 and Fig. 3 show the actual versus the forecasted HOEP for week one and week two, respectively. The forecasted HOEP is plotted based on a total of 168 hours in a week. The MAPE for week one is 13.56%, while for week two is 14.88%. For week one, there is a sudden spike price at hour 108 (30th April 2004), which the NN-GA hardly capture the spike price. The actual HOEP at hour 108 is 153.11 $/MWh while the GANN is 53.81 $/MWh. For week two, there are two points that both of the prediction fails to spot the price, which results in the difference between the prediction and the actual HOEP being bigger than 50%. At hour 148 (9th May 2004), the actual HOEP is 13.89 $/MWh while the NN-GA is 23.59 $/MWh. Whereas, at hour 151 (9th May 2004), the actual HOEP is 18.04 $/MWh while the NN-GA is 31.79 $/MWh. The graph from week two shows that the actual HOEP is quite volatile and has many spikes compared to week one. That explained the MAPE for week two is higher than week one.

<table>
<thead>
<tr>
<th>Week</th>
<th>Hidden Neuron</th>
<th>Rate of Learning</th>
<th>Rate of Momentum</th>
<th>MAPE (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2</td>
<td>0.75</td>
<td>0.45</td>
<td>13.56</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>0.93</td>
<td>0.61</td>
<td>14.88</td>
</tr>
<tr>
<td>3</td>
<td>2</td>
<td>0.76</td>
<td>0.84</td>
<td>13.23</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>0.13</td>
<td>0.18</td>
<td>13.97</td>
</tr>
<tr>
<td>5</td>
<td>2</td>
<td>0.33</td>
<td>0.16</td>
<td>13.16</td>
</tr>
<tr>
<td>6</td>
<td>2</td>
<td>0.59</td>
<td>0.89</td>
<td>13.95</td>
</tr>
<tr>
<td>Average</td>
<td></td>
<td></td>
<td></td>
<td>13.79</td>
</tr>
</tbody>
</table>

The average MAPE for the proposed method of the hybrid of the neural network and genetic algorithm for the Ontario energy market is 13.79%. The MAPE is improved as compared to the NN1, NN2 and NN3 models which are 24.45%, 16.79%, and 15.70%, respectively. The MAPE is improved as the proposed method is using the GAs to optimize the neural network parameter and selection number of the feature while the three models [23] is using the standalone neural network. Fig. 4 shows the comparison of MAPE for the NN-GA, NN1, NN2, and NN3. Based on the MAPE comparison for all six weeks, the NN-GA outperforms all the three models.

Fig. 2. The actual and prediction of electricity price for week 1.
The MAPE is improved as compared to the NN1, NN2, and NN3 models which are 24.45%, 16.79%, and 15.70% respectively. The MAPE is improved as the proposed method is using the GAs to optimize the neural network parameter and selection number of the feature while the three models [23] is using the standalone neural network. Fig. 4 shows the comparison of MAPE for the NN-GA, NN1, NN2, and NN3. Based on the MAPE comparison for all six weeks, the NN-GA outperforms all the three models.

![Fig. 3. The actual (blue) and prediction (red) of electricity price for week 2](image)

Table- III: MAPE comparison for the NN-GA and other models

<table>
<thead>
<tr>
<th>Reference</th>
<th>Method</th>
<th>MAPE (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Proposed method</td>
<td>NN-GA</td>
<td>13.79</td>
</tr>
<tr>
<td>[23]</td>
<td>NN1</td>
<td>24.45</td>
</tr>
<tr>
<td></td>
<td>NN2</td>
<td>16.79</td>
</tr>
<tr>
<td></td>
<td>NN3</td>
<td>15.70</td>
</tr>
</tbody>
</table>

![Fig. 4. Comparison of MAPE for NN-GA, NN1, NN2, and NN3.](image)

V. CONCLUSION

This paper proposed the NN-GA for the Ontario energy market. The six weeks of electricity price were forecasted and compared with previous research. The accuracy of the prediction for all six weeks is better than compared models. The MAPE for this hybrid method is improved as the genetic algorithms assisted in optimizing the features and the neural network parameters.

For further recommendation, the electricity price forecasting using the neural network for the Ontario electricity market may consider other optimizing or preprocessing technique to improve the neural network performance and to promote the accuracy of prediction as the electricity price for the Ontario energy market is quite volatile.
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