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Abstract: Video-based monitoring of elderly people at home receives more attention in recent days. In this paper, we propose a novel approach to develop smart monitoring system for elderly people using computer vision techniques. Gaussian Mixture Model (GMM) based algorithm is used for background and foreground separation inorder to track the activities of human object. The minimum bounding box of the human object is traced and features like major axis length, minor axis length and orientation angle are extracted. The proposed approach is evaluated on the video sequences of fall dataset.
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I. INTRODUCTION

Elderly people living alone becomes unavoidable now-a-days. These senior people require continuous monitoring to recognize abnormal activities due to health problems. Appointing a nurse for them or hospitalize them for 24 hours is not practically possible. But they need some form of assisted living. At the same time they want to be independent. This requirement creates a demand for smart monitoring of key activities which depend on their health conditions. Regular activities of elderly people give a clue about their health conditions. Researchers are always investigating for technology assisted smart home designs to ensure that the elderly live comfortably in their homes. The monitoring systems available in the market are mostly wearable sensors based systems. The outputs of these sensors are connected to a cloud system for further analysis. These devices will also have alarm or emergency buttons to call for help. But this method is useless if the person is unconscious due to abnormal activity like falling down or generally if the elderly people fail to remember to wear them. In addition to this, wearable sensors are available only to certain activities and they are intrusive and requires adherence by the elderly people. The foremost benefit of using wearable sensors is the size of the data output from these sensors is very small.

The alternate solution for wearable sensors is using video sensors for life care and health care of senior persons. Video recording provides a non-intrusive and passive solution for automated monitoring of daily activities. But video cameras are sensitive to lighting variations and the amount of data produced is huge. The latest communication and network technologies make the video data possible to transmit and enable remote safety monitoring of the activities. Analyzing video data requires state-of-the-art computer vision-based approaches and algorithms. The main advantages of computer vision-based human activity analysis are: 1. the system does not require a person to wear anything for the purpose of monitoring. 2. These algorithms provide more information on the behavior of a person. So, it is possible to classify clinically relevant activities accurately and ensure safety of world’s aging population. 3. Vision-based home health care monitoring is useful for monitoring medication, meal time and how many meals the person eats a day, sleep duration, sitting, standing and walking duration of the elderly people and provides necessary assistance for daily living of elderly persons. 4. Computer vision based systems can also identify the health decline and provides real-time alerts to the caregivers for earlier medical intervention which will lead to better clinical outcomes.

The main disadvantage of using computer vision methods for human activity recognition is the violation of privacy, handling large sized data, and they are also subjected to vary if illumination varies. But these problems can be solved by using depth camera or thermal camera or both for multimodal data analysis. So, the prime objective of this research work is to progress towards a smart senior home that uses computer vision algorithms to help the elderly persons to meet the challenges of worldwide aging population. The second objective is to develop a Human Action Recognition (HAR) system with reduced cost, complexity and improved recognition accuracy. We believe that human activity recognition and analysis will play a prominent role in the health care of senior people.

I. LITERATURE SURVEY

The computer vision-based systems developed for elderly home care aim to recognize the following abnormal activities: forward fall, vomit, faint, backward fall, chest pain, head-ache, walking speed and gait patterns. Since computer vision techniques require videos captured by a video camera for analysis, privacy becomes a main concern. To ensure privacy of elderly people, the activities are recorded as binary silhouettes. This method is required when RGB video cameras are used. But, if depth sensors are used to capture activity video privacy is protected. In depth cameras, the pixel values in the frame indicate the distance between the object and the camera. Since these cameras do not capture appearance details and the image captured does not depend on the colour, texture or illumination and contains only 3D information about the structure of the objects they preserve privacy. So, depth image will
provide only shape data. The other way of protecting privacy is using thermal cameras.

In these cameras, the pixel value in the images will be corresponding to the temperature of human objects. The temperature of the human body is higher than the surrounding environment and the image produced do not suffer due to low lighting. These images are also invariant to colour of the object. Thermal videos occupy less number of bytes in storage medium compared to RGB videos. The following challenges are met in activity recognition when computer vision techniques are used.

A video clip may be falsely classified as walking if the elderly person is sitting and the nurse walks around the room. Similarity in postures of different activities may create confusion in classifying the events. For example a forward fall and vomiting may be classified wrongly. Long term analysis of continuous activities requires high computational and storage resources. Real-time analysis and remote monitoring requires latest high speed communication networks and high speed computers.

In elderly monitoring system, blind spot is life threatening. So in [1] an Omni-directional vision camera is used. This camera provides a 360° panoramic image of the senior’s room. These images will have distortions when they are transformed from sensor plane to image plane (bird view technique) for further processing. Prasad calyam et al [2] and Monish Parajuli et al [3] used the depth camera provided in Microsoft Kinect to track the gait parameters such as walking speed, stride length and stride time. Gait patterns of fallers and non-fallers vary. The Kinect has an infrared laser projector combined with a monochrome CMOS sensor. This captures video in 3D irrespective of lighting conditions. This device also has a RGB camera. Falls are one of the major problems for the people aged above 65 because it leads to morbidity and mortality [4]. Zelun luo et al. [5] fed multimodal information (they fused depth modality and thermal modality images) to a convolutional neural network to detect a wide range of activities. Combining two modalities on the pixel levels by concatenating the images channel wise is called early fusion. If the unimodal features are reduced to concept scores and then integrated then it is called as late fusion. Generally fused features provide better performance. If the position of the camera changes, then the features extracted will also change. So, more than one camera is used to get view invariance features. Shape descriptors are widely used in action recognition. The human shape will change rapidly when a person falls. But the shape will change slowly during normal activities. The shape of the human body during activities is represented by bounding box. But the characteristics of this bounding box will change if the camera angle changes. Human shape can be represented using ellipse shape accurately. Jia-luen et al [6] represented human body shape with three points which are the centroids of head, body and leg regions. Any change in action will have different changes in the positions of these points. In paper [7] R-transform is used as a shape descriptor, which extracts human silhouette features by using radon transform.

The data set (SDU Fall) created by Ma X et al. [12] provides color, depth and skeleton channels for six action classes such as sitting, walking, bending, falling, lying and squatting. They used an extreme learning machine for classification of the curvature scale space features extracted from action videos. They used a low cost Microsoft’s Kinect depth camera for creating this dataset and this is widely used for fall detection. Bingbing Ni et al. [13] created RGB depth Human Daily Activities (RGB-D HuDaAct) dataset which has high intra-class variations. Jiang Wang et al. [14] created a multi view action 3D dataset named North Western – UCLA using three cameras kept at different angles. So, this dataset can be used for cross view action recognition. They also developed a spatio temporal AND-OR graph for recognizing actions. Hanbo Wu et al. [15] combined the above three datasets with MSR Daily Activity 3D and Cornell activity data set (CAD) and created a new dataset with 4528 samples of seven major categories. These actions have 46 subcategories and those had been performed by 74 persons. The MSR dataset was created by capturing videos using single camera fixed only at one angle. It contains 16 activities, whereas, CAD is an imbalanced dataset with 12 categories of activities performed by four persons. It also has skeleton information along with RGB-D images.

II. PROPOSED METHOD

Human activity recognition basically requires the human object to be separated from the background of the image. In this work we use Gaussian Mixture Model for this purpose. Here 'k’ numbers of Gaussians are used to describe the distribution of background and foreground pixels in each frame. This can also be used to identify ‘k’ number of objects in the video. If ‘x’ is the gray level intensity values of the pixels in the image, µ is the average intensity value and σ is the variance of the pixels then the Gaussian G(x; µ, σ) is given by

\[ G(x; \mu, \sigma) = \frac{1}{\sqrt{2\pi\sigma}} e^{-\frac{(x-\mu)^2}{2\sigma^2}} \]  

(1)

If ‘k’ number of Gaussians are defined with different µ and σ values, each Gaussian can be assigned a weight. This forms Gaussian Mixture Model (GMM). The intensity of every pixel at any time‘t’ is represented by GMM.

\[ \text{GMM}(x) = \sum_{k=1}^{K} \left( w_k \star G(x; \mu_k, \sigma_k) \right) \]  

(2)

Here \( w_k \) is the weight, \( \mu_k \) is the mean value and \( \sigma_k \) is the standard deviation of the \( k^{th} \) Gaussian. The sum of all the weights should be equal to 1.

Algorithm for background separation

Input: Pixel \( x^t \)

Output: Assigned Gaussian model
Step 1: The pixel $x^i$ of the foreground object with fixed weight value $w^i_k$ will be assigned to $k^{th}$ Gaussian if it satisfies the following matching condition.

$$M_k(x^i) = \begin{cases} 1 & \text{if} \quad \frac{x^i - \mu_k^i}{\sigma_k^i} < 2.5 \\ 0 & \text{otherwise} \end{cases} \quad (3)$$

Step 2: If the pixel falls in the $k^{th}$ Gaussian, update the values $w^i_k$, $\mu_k^i$ and $\sigma_k^i$ of the $k^{th}$ Gaussian using the following equations

Updating $w$:

$$w^i_k = (1-\alpha) w_k^{i-1} + \alpha \quad (4)$$

Here $\alpha$ is called the learning rate which is constant throughout the algorithm. Its value can be fixed to 0.01.

Updating $\mu$:

$$\mu_k^i = (1 - \rho_k) \mu_k^{i-1} + \rho_k x^i \quad (5)$$

$$\rho_k = \alpha \cdot p_1(x^i; \mu_k^{i-1} + \sigma_k^{i-1}) \quad (6)$$

Updating $\sigma$:

$$(\sigma_k^i)^2 = (1 - \rho_k) (\sigma_k^{i-1})^2 + \rho_k (x^i - \mu_k^i)^2 \quad (7)$$

Step 3: If $x^i$ does not fall in any of the K Gaussians, create a new Gaussian with low weight, $\mu = x^i$ and large value of $\sigma$. Add the created Gaussian as one of the K Gaussians and remove the Gaussian with least weight.

Step 4: Sort the K Gaussians in descending order based on $\frac{w}{\sigma}$ after assigning all pixels to any one of the K Gaussians.

Step 5: Fix a threshold $T$ for weight $w$. For example $T$ may be fixed as 0.7. The B Gaussians which have $w_k > T$ are the background models.

Step 6: The pixels which are in the remaining Gaussian models represent the object.

The human object is identified in each frame using GMM, which is actually tracking the object in the video as given in figure 1. The minimum bounding box which contains the human object is estimated and it may be used for detecting the human activities. The features such as aspect ratio or width of the person to his height are extracted and used for fall detection in [9] and [10]. Yie-Tarng Chen et al. [11] used elliptical shape to represent the human object. They estimated the ratio of the major to minor axis of the ellipse and its orientation to detect the change in the human shape.

We computed the height to width ratio of the rectangle bounding box, major to minor axis ratio of elliptical bounding box and the orientation angle for activities and recorded in Table-I. The orientation angle is the angle between the major axis and the x axis. We used these features to classify the life threat actions for the elderly people.

Multiple cameras fall dataset has 24 video sequences captured by 8 IP cameras for different scenarios. It has action clip of fall and confounding events.

Fig.1 and Fig.2 are the sample frames taken from the video sequences of multiple cameras fall dataset.

![Fig.1. Standing](a) ![Fig.1. Standing](b)

![Fig.2. Falling](a) ![Fig.2. Falling](b)

### Table-I Activities of Person 1

<table>
<thead>
<tr>
<th>Activity</th>
<th>Height/width</th>
<th>Major axis/Minor axis</th>
<th>Orientation angle</th>
</tr>
</thead>
<tbody>
<tr>
<td>Standing Fig.1. (a)</td>
<td>2.223</td>
<td>2.44</td>
<td>79.16</td>
</tr>
<tr>
<td>Walking Fig.1. (b)</td>
<td>2.043</td>
<td>2.66</td>
<td>72.13</td>
</tr>
<tr>
<td>Falling Fig.2. (a)</td>
<td>1.948</td>
<td>1.90</td>
<td>81.08</td>
</tr>
<tr>
<td>Falling Fig.2. (b)</td>
<td>1.4848</td>
<td>1.60</td>
<td>87.08</td>
</tr>
</tbody>
</table>
Fig. 3 and Fig. 4 are the sample frames taken from the video sequences of wecare fall dataset.

![Fig.3. Standing](image1)

![Fig.4. Falling](image2)

### Table-II Activities of Person 2

<table>
<thead>
<tr>
<th>Activity</th>
<th>Height/width</th>
<th>Major axis / Minor axis</th>
<th>Orientation angle</th>
</tr>
</thead>
<tbody>
<tr>
<td>Standing</td>
<td>3.6</td>
<td>3.70</td>
<td>-87.01</td>
</tr>
<tr>
<td>Standing Fig.3. (b)</td>
<td>3.22</td>
<td>3.64</td>
<td>-86.63</td>
</tr>
<tr>
<td>Falling Fig.4. (a)</td>
<td>2.07</td>
<td>2.4</td>
<td>-73.10</td>
</tr>
<tr>
<td>Falling Fig.4. (b)</td>
<td>0.419</td>
<td>2.57</td>
<td>-10.56</td>
</tr>
</tbody>
</table>

From the above tables, we show that the height to width of a person is high when he is standing normally and understand that when a person is slowly falling, this ratio values are decreasing. The major axis/ minor axis value decreases for falling activity. The orientation angle is less for normal activity and it increases for abnormal activity.

## IV CONCLUSION

In this paper, we proposed a novel approach for smart monitoring of elderly people in three steps: (1) background separation using GMM (2) tracing minimum bounding box (3) extracting minor and major axis length, orientation angle. The features extracted from the minimum bounding box are discriminative. Normal activities (sleeping, standing) and abnormal activities (falling) are recognized. The proposed approach is capable of tracking the activities accurately.
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