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Abstract Object detection is one of the essential features of computer vision and image processing techniques. In today’s world, the computer can replicate or outperform the operation that a human can do. One such thing is object detection, and In the case of it, the machines must be trained in such a way that it can recognize the object equivalent to the human does with maximum accuracy. Several object detection techniques are used to train the machine to detect the objects. Some of the most common object detection techniques are R-CNN, Fast R-CNN, Faster R-CNN Single Shot MultiBox Detector (SSD), and You Only Look Once(YOLO). Each of these techniques has a different way of approach and accuracy of detecting the objects in real-time. These techniques are differentiated based on their performances, i.e., speed and accuracy. Some techniques may be very accurate in detecting the objects but may lack in the time taken for detecting the objects, whereas, on the other hand, some techniques may be very fast in figuring out the objects but not with greater accuracy. We have trained an object detection model based on the YOLO technique which gave the best performance out of all other existing techniques, though the accuracy of the model is less, the speed of detection is extremely high. So based on our research we have figured out the best performance object detection techniques and also the most accurate technique. A well-trained object detection model must be very optimistic in terms of their speed and accuracy.
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I. INTRODUCTION

In general, the object detection is done in an image, video, or a real-time object in motion. To locate an object in the image is simple, but in case of locating an object in motion is a tedious task. It involves the FPS (Frames per second) of the video and how fast the object moves if the fps of the video is high, then the possibility and accuracy of detecting the object are less. To solve this problem, the algorithm called convolutional neural network (CNN) algorithm came into play. They are one of the best-suited algorithms so far for object detection techniques. This CNN extensively used in object detection, since it gives best results for recognizing patterns, refining edges (horizontally and vertically), colors, shapes, and textures. By running this CNN over the image, multiple objects can be detected on a single instance. The CNN consists of several layers of inputs, out of which least there are at least one hidden layer and one output layer. The object detection problem can be categorized into two types. They are problems based on Classification, and Regression.

II. OBJECT DETECTION USING CLASSIFICATION TECHNIQUES

The classification technique is nothing but predicting the class of a single object in an image. This object is localized by drawing a bounding box around it and predicting the class. Consider figure(1). There is a sheep in the image, as a human, we can figure it out when we see it on first sight, but on computers perspective it too difficult for it to identify the object. This is one of the classification type problems in which the detected object is to be found as a goat or a sheep. There are several classes of objects trained using various classification algorithm — for example, a Decision tree algorithm or a support vector machine which trains the model based on several classes and predicts the output.

Figure 1: Object detected using classifier.

The Figure 2 shows the steps for the classification of the image. The first step is getting the digital image of acceptable size and transformed into a matrix by its pixel values. Then subsequently, the features are extracted, that is if an object to be detected is a sheep, then its features such as color class, area, perimeter, aspect ratio, shape, number of legs, and so on are extracted.
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from it. In order to train the model, a suitable algorithm is used, such as decision trees and operated in different classes of data. The prediction is made by locating the object using a bounding box around it and a label. Finally the accuracy of the algorithm is calculated.

![Image of process involved in image classification](image)

**Figure 2:** Process involved in image classification

### III. THE PROPOSED SYSTEM

The regression always returns a number instead of a class. The regression is a more advanced and effective method for object detection. The classification technique only classifies the object based on their features and class, whereas the regression model predicts the different objects in a single image or a video and returns a numerical confidence value instead of being categorical. There are several regression techniques used in object detection, some are Region-based convolutional neural network, Fast region-based convolutional network, Faster region-based convolutional network, Region-based fully convolutional network, You only look once, and Single-shot detector.

<table>
<thead>
<tr>
<th>Model</th>
<th>mAP</th>
<th>FPS</th>
<th>Real Time speed</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fast YOLO</td>
<td>52.7%</td>
<td>155</td>
<td>Yes</td>
</tr>
<tr>
<td>YOLO</td>
<td>63.4%</td>
<td>45</td>
<td>Yes</td>
</tr>
<tr>
<td>YOLO VGG-16</td>
<td>66.4%</td>
<td>21</td>
<td>No</td>
</tr>
<tr>
<td>Fast R-CNN</td>
<td>70.0%</td>
<td>0.5</td>
<td>No</td>
</tr>
<tr>
<td>Faster R-CNN VGG-16</td>
<td>73.2%</td>
<td>7</td>
<td>No</td>
</tr>
<tr>
<td>Faster R-CNN ZF</td>
<td>62.1%</td>
<td>18</td>
<td>No</td>
</tr>
</tbody>
</table>

![Image of performance of various regression techniques](image)

**Figure 3:** Performance of various regression techniques

As seen in the above figure, Fast YOLO is very much faster when compared to all other techniques. It could detect a real-time moving object up to 155 fps. Though the speed is exceptional, the accuracy of detecting the object is very less. The YOLO model takes the image an input then this image is divide into SxS grids. Each grid cell consists of bounding box regression + classification heads that share the same convolutional features from the layer below. Each grid has BB bounding box regression heads that predicts a bounding box each with 5 values and confidence of an object being there. Where (x,y) is the center of the bounding box relative to the grid cell. Each grid cell also contains a classifier which predicts CC conditional class probabilities as well. So the overall final output from a YOLO network is tensor of size: SxSx(5*B+C)

This YOLO model consists of 24 convolutional layers, along with the2 fully connected layers. Most of these layers are pre-trained using Imagenet dataset.

![Image of detection of objects using YOLO](image)

**Figure 4:** Detection of objects using YOLO.

The reason why the YOLO algorithm has better performance is that YOLO runs the convolutional neural network all over the image instead of a specific part of it. It makes the YOLO work faster when compared to other regression models. At the same time since it a pre-trained model, it can predict only a few objects, for example, animals, pedestrians, table, chair, and more. It looks the image only once and detects the object, so the accuracy is very less when compared to other techniques. The YOLO cannot deal with the images with less resolution, so it is one of the significant disadvantages of using it. Also, it is the fastest detection method so far which exist in the earth.

![Image of YOLO architecture](image)

**Figure 5:** YOLO architecture
IV. SINGLE SHOT DETECTOR (SSD)

The single-shot detector is similar to the YOLO, and it is used to predict maximum object in a single shot by using bounding boxes. Here the model takes an image as input and passes convolutional layers of different size filters. Then the feature maps are extracted, and it is used to predict the bounding boxes. Each of the bounding boxes has four parameters that are height, width, the center coordinates. The SSD initiates with a VGG model, which is converted into a fully convolutional network. Then some extra convolutional neural layers are added, that help to handle bigger objects. The output of the VGG network is generally a 38x38 feature map. The added layers produce will produce 19x19, 10x10, 5x5, 3x3, 1x1 feature maps. These feature maps are used for predicting the bounding boxes at different scales.

![SSD Architecture](image)

Figure 6: SSD architecture

V. APPLICATIONS OF OBJECT DETECTION

The object detection system is extensively used in day to day life. The facial recognition of a person while unlocking the phone is widely used in many mobile cameras. It is widely used in many surveillance systems for security purposes and also used in traffic surveillance cameras for detecting the person who is violating the rules. This technology is also used in the medical industry for identifying the cancer cells and many more.

![Object Detection in Traffic Camera Surveillance System](image)

Figure 7: Object detection in traffic camera surveillance system

VI. CHALLENGES FACED IN OBJECT DETECTION:

The major challenges that are faced in the object detection are that not all the objects in an image or a video can be detected; only particular objects are detected. Look at the Figure 8. Here the objects such as a watch, pencil, monitor are not detected.

![Incomplete Detection of Objects](image)

Figure 8: Incomplete detection of objects

The other major challenge is that the problem arises in the variable dimensions of the output, which are caused by the variable number of objects that is present in the given input image. If the model is more complex, the more time it requires for inference; and the less complex the model is, the less is the accuracy. Thus a trade-off between accuracy and the performance is chosen as per the requirements of the application. In general, any machine learning or deep learning model, it requires a fixed resolution of the input and the output to train the model in many cases. This makes the work tedious in resizing the image dimensions for proper input. Consider an example of training a machine for detecting a glass bottle on a shelf. There are so many other utensils kept on the shelf along with the glass tumbler. The searching or recognition process in such a scenario is very difficult. So far, no effective solution has been found for this problem.

VII. RELATIONSHIP BETWEEN CLASSIFICATION AND REGRESSION

Generally in any image output, the bounding boxes are predicted using the regression method and the classes that are inside each bounding boxes are identified using the classification method. The overview of the design is shown in the Figure 9.

![Design Overview](image)

Figure 9: Design overview.
VIII. LIMITATION OF OBJECT DETECTION

The deep neural network tends to outperform very well on benchmarked datasets but can fail to a critical level on images in the real world outside the datasets. Also, these deep neural networks are overly sensitive to changes in the image which would not fool a human observer as shown in Figure 10.

Figure 10: The occluding motorbike turns a monkey into a human

To create a better model, there must be good data sets available. However, unfortunately, to detect the real-world object, the data set needed is plenty, and it cannot be fulfilled to meet the real-world objects. So this is one of the major drawbacks of any machine learning or deep learning techniques.

IX. CONCLUSION

In this paper, we have dispensed various techniques of real-time object detection. Although there are lots of object detection techniques available, depending on the usage, specific techniques should be chosen to achieve a better-trained model. Always an excellent data set and a well-written algorithm combinedly makes a well-defined model. So as far as we are concerned we have found the better results on the YOLO object detection technique in terms of better performance and Fast R-CNN in terms of their accuracy.
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