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Abstract: Psychological State or Depression is a looming mental health problem in the society. This, negatively affects many families, relationships, jobs. But to provide effective treatment, there is no awareness about this. Most people do not give much thought to this as they do to physical problems due to reasons which include that they are shy, afraid or negligent about this. A feasible solution to this is to create awareness about this so that people can actively seek out help and just not choose to suffer in silence. This paper proposes an approach to detect psychological state or depression in people using mainly non-verbal and involuntary cues with the help of a standard questionnaire. The subject wears the MindWave device by NeuroSky and pairs it with a smartphone. Then a standard questionnaire is answered during which the data on brain waves and emotions are collected simultaneously by MindWave and the smartphone camera respectively. The data collected is then used to train a model that will give a score pertaining to the severity of depression in a person, thus aiming to give a better accuracy compared to all the devices present.
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I. INTRODUCTION

Depression or psychological state is one of the mental health disorders that is colloquial and serious illness which negatively affects significant impairments in daily life. Every two in three who have been diagnosed with a mental disorder do not seek help from an expert. The World Health Organization (WHO) tells that stigma, discrimination, and negligence are the reasons for proper care and treatment not reaching people with mental disorders [1]. The remaining one-third of people have no idea of what is going on in their lives and end up having suicidal thoughts. Anhedonia or the loss of interest in various activities that usually bring pleasure is one major symptom. The reasons for getting depressed vary from unemployment, family issues, work pressure, etc. Over 8 lakh people die every year due to suicide and depression is one of the prime reasons for it. At some point of their life, quarter of the entire population will be affected.

Treatment is available in the following category:

1) Support groups, where people with common concerns and bad experiences gather together and talk to each other providing comforts, moral support, and advice through their struggles.

2) Psychotherapy, where the people having mental health issues consult a psychotherapist and this psychotherapist treats them psychologically rather than medical means.

3) Anti-depressant pills, where people get treatment for their mental health issues through medication.

There are new ways to fight this disorder but these are not efficient enough due to lack of resources and proper healthcare providers [2]. In the diagnostics and statically manual are listed some conditions which should test positive for a person to be diagnosed with clinical depression [3]. But these techniques do not include visual indicators, involuntary cues, etc. that are good indicators of depression. Even though there’s a way to get treatment, people neglect it as it is not physical or they hesitate to expose their issues to the world. Hence, giving way for the following proposed system.

The proposed system considers X-factors such as emotion, brain waves, standard PHQ-9 questionnaires on a subject to detect depression or psychological state which is more efficient than the existing system. This is due to the fact that it considers involuntary components that makes it immune to false and unclear answers by the subject. Any user can take this test on their mobile app after pairing the NeuroSky device through Bluetooth, making the system portable and accessible by anyone. This system is the first step in faster and efficient diagnosis thus helping combat depression.

II. LITERATURE SURVEY

Multinomial Naive Bayes and Support Vector Machine methods were used by [4] which involves usage of the Natural Language Techniques. The data collected are from public Twitter accounts who have stated that they have been through depression. The parameters used for the processing of the data are tokenization, stemming, stop word removal, POS tagger (Part of Speech) which identifies the essential words. The proposed system yields an accuracy of 83% using Multinomial Naive Bayes and 79% in the case of SVM. [5] tells us about PHQ questionnaires that are self-administered and have a sublime diagnostic accuracy collating to the PRIME-MD administered clinically. PHQ9 questionnaires are widely used in research and clinical settings. Patients are classified by PHQ9 into three classes: Clinical, dysthymia and no depression.
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[6] makes use of facial expression to analyze the EEG signal, using facial and EEG method emotions of the subject are detected. Continuous Conditional Random Fields model, which is a probabilistic model used to classify the sequential data. MAHNOB-HCI database was used for emotion detection. Samples which are obtained from the EEG are averaged so as to reduce the signal to noise ratio. The supervised descent method (SDM) uses 49 facial fiducial points to track the facial expression. Long-Short-Term Memory Recurrent Neural Networks (LSTM-RNN) are used for emotion recognition. To observe the EEG attributes using facial expressions linear mixed-effect model was used. In [7], EEG signals are used to detect the facial expression of the subject. For extracting the salient features, two methods were adopted: Fractal Analysis and Interval Analysis. Daubechies wavelet function (db4) for extracting the statistical features. Fuzzy C-Means (FCM) is used to cluster data into four different categories: happy, sad, surprised and disgusted. The accuracy of this approach will depend on the extent of electrode-scalp contact, movement and Vascular (ECG), Ocular (EOG), Gloss kinetic and Muscular (EMG) artifacts.

The paper [8] makes use of the Local tetra pattern and Fisher vector algorithms. For description and representation of an image, Gaussian mixture model (GMM) is used. Local tetra pattern is used for feature extraction. The facial samples obtained from the AVEC database are preprocessed to obtain an area of interest. In the image preprocessing stage, the image is converted to grayscale, then resized and some morphological operations are carried out. Fisher vector will classify the image and encode. K-Nearest Neighbor Algorithm identifies and classifies them into depressed and not depressed category. The proposed accuracy is 87%. The depressed person with a happier face may not be recognized. The approach [9] uses XA-BiLSTM, a deep learning model for depression detection. It consists of two essential entities: XGBoost and Attention-BiLSTM neural network. Data filtration is done by the XGBoost, XGBoost will directly output the negative samples and the positive samples are passed on to Attention-BiLSTM. Backward and forward sequences are fed to the learning algorithm to get the representation of the word. A normalized weight for each word was obtained through a softmax function. The accuracy increased from 16.6 to 17.6 when compared to other models like Bow-SVM, Bow-MNB and User model-CNN.

In [10], a semantic graph is used to correlate depression and its symptoms. natural processing techniques and hybrid statistical analysis are used to build the semantic-graph. To build depression symptoms, the important entities from the twitter data are extracted and sent to Automatic-Extract Keyword for Specific Term (AEKW) algorithm that combines Word2Vec, RAKE and cooccurrence. Entities obtained are combined to form a matrix. For each depression entity, the AEKW algorithm calculates scores and assigned. [11] uses data from Shared Task organization. Bag of Words approach. Four different binary classifiers are used to identify the likelihood of depression, a Logistic regression classifier, Linear Support Vector Classifier, Naive Bayes algorithm and Decision Trees are used to classify. Unigram-based Naive Bayes approach has an accuracy of 86%, which is the highest accuracy attained when compared to the rest of the classifiers. All the above-mentioned systems make use of many important factors, but not all at once. Depression in detection is based on many factors including verbal, non-verbal and involuntary cues. If we choose to not include even one of them, the accuracy of any model should decrease. The proposed system takes into consideration all the above factors so that the accuracy and robustness of depression detection are good.

III. IMPLEMENTATION

Implementation of the proposed model includes various steps and methods. The method makes use of the brain waves generated from the NeuroSky device, a standard questionnaire created by many psychiatrists and emotion detection (Fig 3.1). The user is subjected to the questionnaires, during which facial emotions and the brain waves are detected and all these data are collected. The collected data is sent to deep learning model. This proposed system should give a high accuracy as many methods are being used. The data collected from the user are mainly involuntary that should give good accuracy as these are immune to false answers, unclear answers, etc. Using this, the model tries to predict the severity of depression in the individual with good accuracy considering factors that just the questionnaire would fail to answer.

A. Standard Questionnaire

Patient Health Questionnaires (PHQ-9)

PHQ-9 consisting of 9 questions, is a self-administered questionnaire. These questions give out a score between 0-25 which indicates the severity of a person’s depression.
Each question is a multiple-choice question consisting of 4 choices. Each choice has an associated score, which is added to reveal the final score. Table I shows the questions in PHQ-9.

PHQ-9 is chosen for this model as it is a very small yet accurate questionnaire. Various studies have shown that this questionnaire has a high specificity, sensitivity, and accuracy [12].

**Table I - Details of PHQ-9**

<table>
<thead>
<tr>
<th>Question</th>
<th>Not at all</th>
<th>Several Days</th>
<th>More than half the days</th>
<th>Nearly every day</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Little interest or pleasure in doing things</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>2. Feeling down, depressed, or hopeless</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>3. Trouble falling or staying asleep, or sleeping too much</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>4. Feeling tired or having little energy</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>5. Poor appetite or overeating</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>6. Feeling sad about yourself or that you are a failure or have yourself or your family down</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>7. Trouble concentrating on things, such as reading the newspaper or washing television</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>8. Moving or speaking so slowly that other people could have noticed. Or the opposite - being so flabby or restless that you have been moving around a lot more than usual</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>9. Thoughts that you would be better off dead, or of hurting yourself in some way</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
</tbody>
</table>

**Total Score**

- 1-4 Minimal depression;
- 5-9 Mild depression;
- 10-14 Moderate depression;
- 15-19 Moderately severe depression;
- 20-27 Severe depression

This device is worn by the user while interacting with the mobile phone. The person’s brain waves are read during the answering of each question. Then these waves are fed into the neural network along with other inputs to diagnose the person’s severity of depression.

**C. Emotion Detection**

Emotions play a huge role in non-verbal communication in human beings. These emotions are provoked in the inner part of the brain. The emotions in a person reveals many behavioral tendencies. Each person’s emotions are different and the way they react to different things is also different. Each emotion in a person is accompanied by a physiological pattern that may be influenced by various traits like gender, age, ethnicity, social class, etc. So, the data regarding emotions can be of great significance for insight into a person. While answering the questionnaire, the front camera of the user’s phone records the user’s face. The emotion of the user on reading and answering a question is considered to be a piece of vital information. Frames in regular intervals are selected and sent to a model for emotion detection. This model first detects the face, pre-processes it and then is sent to a trained CNN which gives the emotion of the user at the current state. This emotion is then sent to the proposed model for emotion detection. The CNN detects the following emotions:

- Angry
- Happy
- Sad
- Disgust
- Surprised
- Neutral
- Scared

**D. Deep Learning**

Deep structured learning commonly known as deep learning, which is a crucial part of machine learning-based artificial neural networks. The term deep refers to the number of times the input gets transformed. In deep learning, each level learns to construct a better representation of the data. Multi-class Artificial-Neural-Network is used to predict the output of all the above factors. The model consists of an input layer, 3 hidden layers, and 1 output layer. The input layers take in multiple inputs, α- waves, β- waves, δ- waves, γ- waves, θ- waves, age, gender, emotion, and PHQ-9 question number. The output layer gives an output between 0 to 3 that corresponds to the answer score given by the PHQ-9 questionnaire for each question. This output is fed back to the neural network as feedback.

**Table II - Different types of brain waves**

<table>
<thead>
<tr>
<th>Name</th>
<th>Frequency (Hz)</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>α - waves</td>
<td>7.9-11.9</td>
<td>Resting-State</td>
</tr>
<tr>
<td>β - waves</td>
<td>11.9-37.9</td>
<td>Normal Consciousness</td>
</tr>
<tr>
<td>γ - waves</td>
<td>37.9-41.5</td>
<td>Rapid information relay</td>
</tr>
</tbody>
</table>
Next, the score given by the model is averaged with the score of the questionnaire which gives us the final result. This method will be more efficient as it considers many other factors including involuntary and non-verbal cues to detect depression more accurately than a person's answer to a questionnaire. Fig 3.2 shows the complete architecture of the neural network.

Fig 3.2 - Neural Network Architecture

IV. CONCLUSION

Diagnosis of depression using NeuroSky MindWave device, PHQ-9 questionnaire, and their emotional response is proposed. This paper attempts to detect depression using mainly involuntary cues that are exhibited by a person. Existing systems detect depression mainly using the response of the subject. This system depends on the existing data of answers given to the PHQ-9 questionnaire. So, enough care should be given for the proper collection of data to get an accurate model.
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