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Abstract: According to World Health Organisation (WHO), most prevailing mental sickness and leading evidence of disability is Depression. In India Depression is much more prevalent in women of all age groups. Even though effective treatment is noted for Depression, it is not reaching the maximum number of sufferers in both wealthy and pathetic countries. In this respect, many scientific discipline and researchers have been employed to develop Machine Learning models to determine level of Depression. This paper presents background knowledge on depression and usage of machine learning and also review past studies that apply machine learning for determine depression with their merits and demerits.
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I. INTRODUCTION

Depression is thoughtful consequence that affects every walk of human life. The major grounds of impairment in both males and females is Depression. In 2016, WHO conducted a survey states that load of Depression is 50% high in females than males. In reality, also in both high income and low and moderate income countries depression is major reason of disease concern. As per the Research conducted by Rahman in 2008 maternal depression is a risk component for poor maturation in young children in developing countries. Depression affects social living, family relation, line of work, and one's sense of self-regard and purpose. In women the reason behind depression may be from generative hormones, societal class pressures and reaction of female to strain.

As per the Global Burden of Disease, 2000 [1] Major Depressive Disorder (MDD) is the most frequent psychiatric disorder and Unipolar Depressive Disorder (UDD) is the fourth most popular cause of disability in feminine, of all age groups. The lifespan ratio of Major Depressive Disorder (MDD) is 10–25% for women, and 5–12% for men [2]. Depression is second reason of Global Disease Burden by the end of 2020 and it is the major cause for suicide as documented by World Health Organization, and also WHO states that the most prevailing psychiatric disorder is Major Depressive Disorder. For Major Depressive Disorder the life time ratio for women is 10–25% and for men ratio is 5–12% [2]. According to WHO, the rate of depression is 9%, 36% for major depressive segment and in India normal age for start of depression is 31.9 years[3].

Individuals more than 20% entering primary health centres are suffering from coupled disorders such as anxiety and depression, specially in developing countries. But the indications of these disorders are oftenly identified. The maximum number of Depression cases specially in women are constantly found in India. In Women at the time of maternity the chances of developing depression is more. In India, females are more prone to Psychotic societal events such as strain, sex specific socialization, deprived social status and so on[9]. WHO states that in Mumbai depression is more in married females with somatic and emotive symptoms[10].

One quarter to one half of women in their lives are affected by Depression. Compulsion must be done for every female patients entering hospital for domestic violence cases must undergo regular screening to avoid damaging physical and mental wellness. As per today’s trend almost all the females are employed, which gives them the independence and financial strength. According to the survey done by Associated Chambers of Commerce and Industry, 68% of employed women belonging to age of 21-52 years are suffering from depression, prolonged backache, obesity and high blood pressure [13]. 75% of working women are prone to depression and anxiety disorders because of extended hours of work under tight deadlines. 53% of them go for junk food neglecting their meals because of work pressure level and stringent deadlines. The other components which causes depression in women are poisonous substance from environment, pollutants from industries, lack of sunlight exposure, lack of sleep and exercise, malnutrition, intake of drug and alcohol.

Mental sickness is one of the most prevailing so far unnoticed issues. As per WHO, Around twenty percent of adolescents including children and twenty three percent of entire human population are having mental sickness, which makes the neuropsychiatrical disorders the biggest reason for disability [1]. Depression is one of the most prevailing mental health disorder. More than 300 million individuals are estimated to be suffering from depression [2]. Even so, the ratio of depression varies from minimal of 2.6 percent Western Pacific males to a maximal of 5.9 percent African females, by World Health Organization (WHO) gender and region. Even though, depression is more prevalent most of the countries do not have basic facilities in order to get over Depression. According to study, only 87 percent countries provide few primary care for various mental disorders[3]. Less than 10 percent sufferers in the world receives effectual treatments for Depression [4].
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But, in low and moderate financial gain nations treatment is not reaching to around 76 to 85 percent of sufferers. Rather, in high financial gain countries 35 to 50% of patients with depression are deprived of treatment[5] and 30% countries are lacking specialised program to handle mental wellness. These are some of the reasons which highlights need to develop contemporary methods to identify the sufferers or one who is more probable to reach depression. In this regard, researchers are on the job of finding new methods to diagnose depression. In 1976, around 50 percent of patients comes under depressed category at the first start of depressive occurrence episode [6].

In 1982, patients were categorised as depressed patients and non depressed patients by oxman after studying their speech. [7]. Brown et al. Conducted studies which demonstrated that lower self-esteem and lack of social support are major causes associated with relative frequency of depression [8]. Two independent studies took place in 2003 which correlated depression with negative psychological feature. One study predicted that, depression from negative psychological feature results in resolving ambiguous verbal information [9]. The other method predicted the onset, duration and number of depressive episodes from negative cognition styles and consideration of subjects in response to mental strain [10]. Cloninger summarizes the theatrical role of personality construct in the exposure of start of depression in upcoming work [11]. In order to diagnose the depression all these works furnished additional means by applying communication and social media mannerism.

II. LITERATURE REVIEW

The primary objective of early detection of depression is identifying users showing signs of depression so that appropriate diagnosis and treatment may follow at the earliest. Depression if untreated may lead to undesirable effects apart from the disease itself, such as increased chances of risky behavior like drug or alcohol addiction, make it difficult to recover from other serious illnesses and the disease itself may be prolonged for years viz clinical depression. Fig 1 shows the worldwide disease burden and number of people affected worldwide by Major Depressive Disorder (MDD) and dysthymia as reported by World Health Organization (WHO) [22].

India has more number of suicide cases in 2012 according to WHO followed by every 40 seconds one individual commits suicide. Major cause of disability worldwide is Depression and also it is contributing a lot towards international worry of disease. Chances of depression is more in women than men, which finally leads to suicide. Currently population of India is around one billion citizens. In 2015, the ratio of 1 in 5 Indians are suffering from Depression according to the survey done by Word Health Organization. WHO conducted a survey for NCMH (National Care Of Medical Health), reports that probability of patients suffering from depression in India is around 6.5%. Even though effectual treatments are available there is an intense lack of psychologists, psychiatrists, and doctors where they all comes under mental wellness workers. The number of such workers are “I in 100,000 individual” as reported by WHO. The average rate of committing suicide in India because of depression is about 10.9 for every 1,00,000 individual and the age of people committing suicide are below 44 years. Considering this data as reference no doubt in saying the most depressed nation is India.

TLLLF known as The Live Love Laugh Foundation is a charity whose main purpose is to create consciousness with regard to mental sickness and the signs related to depression, focusing on strain, anxiousness and depression. This Foundation accredited How India Comprehend Mental Health: TLLLF National Survey Report 2018, understanding mental wellness viewpoint with a goal of researching perceptions encompassing mental wellness and mental sickness in India. The survey also looks into level of sensitiveness, mental attitude towards mental wellness and also the signs of depression associated with it.

Fig 2: Support, Judgement, Fear chart

The survey reported that while 87 percent of the answerer showed some consciousness of mental sickness, 71 percent also used terms associated with stigma.

Fig 3: People's understanding of mental health
Following figure represents 2 different issues they signs and consciousness of depression. In India. To tackle the load of mental sickness the above issues has to be addressed in parallel. If the people view mental sickness with apprehensiveness and opposition, it becomes difficult for them with mental health care.

III. DATA COLLECTION AND SAMPLING

Different strategies have been employed by different studies which exploits the necessary Twitter data. Twitter API is used by many studies to acquire public tweets. But the attributes used in studies are differed according to the strategy followed. The dataset which is created for CLPsych 2015 Shared Tasks was straightforward utilised by some studies. The rest either (1) Communicated state of public Twitter for specific period of time along with their approval to suitably identify depressed and non-depressed people, or (2) all public tweets are directly well-mined in English language containing the word “depression” or directly well-mined all public tweets in English language comprising either word “depression”. Finding potential subjects right away or online forums may be desirable only for smaller surveys. Amazon's Machine Turk (Turk) interface was used by De Choudhary to conduct large-scale survey on crowd workers [20]. crowd workers was asked to take up standardised clinical depression study along with username of public Twitter profile, depression history and their demographics. Later Reece et al. [21] adopted similar approach.

Crowd Workers has been asked to take up acceptable clinical depression survey and also to share their depression story, statistical information and username of their Twitter profile. Later similar kind of move was followed by Reece et al. [21], but they removed data samples where the crowd worker tired depleted time in completing the study. As well, auxiliary screening tests were enclosed in the review article to filtrate those entries whose depression scores did not related much across the scales [20].

<table>
<thead>
<tr>
<th>Study</th>
<th>Content</th>
<th>size</th>
</tr>
</thead>
<tbody>
<tr>
<td>2012- Park et al</td>
<td>1– Week worth tweets preceding and up to date study</td>
<td>69 users (Depressed = 23) 5,706 tweets</td>
</tr>
<tr>
<td>2013- De choudhary et al</td>
<td>Every tweets posted from exactly 1 year before the survey date (normally) or first onset of depressive episode (for user who reported depression)</td>
<td>476 users (Depressed = 171) 2,157,992 tweets</td>
</tr>
<tr>
<td>2013- T Sugawa et al</td>
<td>Normalized frequency of words used in tweets by 50 users</td>
<td>50 users 14,757 words</td>
</tr>
<tr>
<td>2015- CLPsych Shared Tasks</td>
<td>Recent 3000 public tweets per user of age and gender matched control users</td>
<td>1,148 users (Depressed=327) 3438 tweets</td>
</tr>
<tr>
<td>2017- Reece et al</td>
<td>Every participants twitter post to the most</td>
<td>204 users (Depressed=105) 279,951 tweets</td>
</tr>
</tbody>
</table>

IV. CHOICE OF DEPRESSION SCALE

Almost all the studies employed (CES-D) standard to compute the state of depression which is popularly known as Centre for Epidemiological Studies Depression. In order to measure the state Depression CES-D has 20 long questionnaire. Based on the Score of CES-, the probability of depression may be low-level (0-15), moderate (16-22) or high-level (23-60) [23]. The threshold value for CES-D score to identify depression chosen by park is 22 in order to maximise particularity and false-positive rate. In the successive studies similar threshold value is used. In addition to this they used Beck Depression Inventory (BDI) as secondary screening. Self-evaluation Depression standard was used by Tsugawa[25].

V. FEATURE EXTRACTION

Almost all the surveys proposed their specific approach to extract the feature. Here, are the some of the methods to extract features which are put upon by the major surveys.

1) Park - 2012: Sentiment analysis have been done on tweet textual matter using Linguistic Inquiry Word Count (LIWC), which is a text synthesis program that classify the words into significant classes and sub-classes of multiple psychology. This is followed by returning the scores on the basis of amount of words belonging to its classes and subclasses. Among the received scores, classes with very huge multiple correlation are removed by investigating bivariate correlation in between autonomous variants and condition numbers. The leftover categories were recognized as features for the following step.

2) Tsugawa - 2013: This study made an attempt to implement an approach known as “Bag of Words”, which gives us how often the words are put on by the users in tweets as features[25].
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3) De Choudhary - 2013: Dynamic parameters are developed in their study to classify on the basis of Twitter data behavioral fluctuation between depressed and not depressed. Some of those features are amount, (i) Response, Retweet, Links, Inquirycentric and Sleep disorder index as criterion of Engagement. Also, Followers, Followees, Reciprocity, Prestigiousness ratio, Graph density, Clustering coefficient, Two-hop locality, Embeddedness and Egotism element as criterion of Egocentric Social Graph. (ii) Constructive affect (CA), Destructive affect (DA), Stimulation and Dominance as criterion of Feeling. (iii) Dictionary of Depression and usage of antidepressants are some of the criterion of Depression.

VI. RESULTS AND DISCUSSIONS

Out of all studies, the common activity is to classify the user as either “depressed” or “not depressed” by using classifier. Even so, some previous studies attempted to determine depression scores by making use of multiple regression [22, 23]. In Supervised learning-based classifiers, the nominal number of tweet elected randomly in order to form the training and experimental datasets. The most commented dataset was Training Dataset. Principal Component Analysis (PCA) was enforced by De Choudhary to prevent over fitting. Followed by this enforcement, Nadeem implemented different classifiers such as Decision Tree, Logistic Regression, Naive Bayes and Linear Support Vector which evaluated the operation of 4 classifiers. Out of all these classifiers Random Forest classifier produced best results with their data as observed by Reeve et al.[21]. Refer Table 3.

Table 2 summerizes five different approaches for machine learning. Support Vector Machine, Random Forest and GBM has performed better than other 2 models Navie Bayes model and KNN. The adaption of different models depends on data characteristics and Navie bayes model and KNN model has improved dependency on the data. In reality it is difficult to forecast which model is works best before before applying the data to models. In few cases, even though huge amount of attributes are measured only very few attributes contribute to solution. In other cases, because of the complexity of Machine Learning model over fitting to given data takes place hence it is not suited for unobserved data. To avoid overfitting Simple Machine Learning models are used. Hence the better option to choose the model is to apply the data to all models. Later best working model is chosen, otherwise, careful investigation about the data has to be done to select suitable Machine Learning model.

Table 2: Frequently used machine learning Models in mental health

<table>
<thead>
<tr>
<th>Models</th>
<th>Merits</th>
<th>Demerits</th>
</tr>
</thead>
<tbody>
<tr>
<td>SVM</td>
<td>In general it gives comparatively accurate results</td>
<td>To examine complex data, detailed data preprocessing and suitable kernel is used</td>
</tr>
<tr>
<td>GBM</td>
<td>In general it gives comparatively accurate results</td>
<td>Interpretation between attributes and target is complex</td>
</tr>
<tr>
<td>Random Forest</td>
<td>The algorithm itself automatically covers its previous weakness in dealing with some</td>
<td>- In complex Random Forest Prediction rate is comparatively slow.</td>
</tr>
<tr>
<td>Naive bayes</td>
<td>Prediction and Training time is comparatively short</td>
<td>- Unrealistic assumption: Attribute independency</td>
</tr>
<tr>
<td>KNN</td>
<td>Training procedure is not needed</td>
<td>- When the amount of data increases prediction time period increases rapidly</td>
</tr>
<tr>
<td></td>
<td>- Can provide intermediate conditional probabilities of attributes</td>
<td>- Even though if there is small gain in amount of features, it has to consider large data</td>
</tr>
<tr>
<td></td>
<td></td>
<td>- The type of Distance metric to be used is more dependent.</td>
</tr>
</tbody>
</table>

Table 3: Different approaches used for Identifying Depression

<table>
<thead>
<tr>
<th>Author</th>
<th>Subject</th>
<th>Intent</th>
<th>Approaches</th>
<th>Outcome</th>
</tr>
</thead>
<tbody>
<tr>
<td>2013 Munmum Dechoudhary</td>
<td>Social media as a Measurement tool of depression in populations</td>
<td>Measuring Depression</td>
<td>SVM classifier, centre for Epidemiologic studies Depression scale (CES-D), social media depression index (SDMI), Principal Component Analysis (PCA)</td>
<td>SMDI can nearly reflect CDC characterized insights on depression</td>
</tr>
<tr>
<td>Richard Socher et</td>
<td>Recursive Deep models for semantic compositionality over a sentiment Treebank</td>
<td>Predicting Depression</td>
<td>Recursive Neural Tensor Network (RNTN), Matrix-vector-RNN (MV-RNN)</td>
<td>RNTN obtains 80.7% accuracy</td>
</tr>
<tr>
<td>Year</td>
<td>Authors</td>
<td>Title</td>
<td>Methods</td>
<td>Results/Meaning</td>
</tr>
<tr>
<td>------------</td>
<td>--------------------------------</td>
<td>----------------------------------------------------------------------</td>
<td>--------------------------------------------------------------------------</td>
<td>-----------------------------------------------------------------------------------------------------------------------------------------------</td>
</tr>
<tr>
<td>2014-2015</td>
<td>Munmum De Choudhary</td>
<td>Use of Shared Facebook Data to characterize and predict Depression</td>
<td>Predicting Postnatal Depression Patient Health Questionnaire (PHQ-9), LIWC</td>
<td>Prediction of postnatal Depression was best.</td>
</tr>
<tr>
<td>2015-2016</td>
<td>Pete Burmapet</td>
<td>Analyzing communication related to suicide and Machine Classification on Twitter Data</td>
<td>Identification and Classification related to suicide</td>
<td>Term frequency inverse document frequency (TF-IDF), Linguistic Inquiry and Word Count (LIWC), Principal Component Analysis, Support Vector Machine (SVM), Rule Based, Naive Bayes, J48 Decision Tree, Rotation Forest. Results achieved an F-Measure of 0.728 overall. 0.69 for suicidal ideation class. The outcome characterized the people who are at suicide risk and who are not with the help of Machine Learning Algorithms.</td>
</tr>
<tr>
<td>2016-2017</td>
<td>Scott R. Braithwaite R.</td>
<td>Validating Machine Learning Algorithm for Twitter Data Against Established Measures of Suicidality</td>
<td>To validate Machine learning algorithms to predict suicide risks</td>
<td>Depressive Symptom Inventory-Suicide Subscale (DSI_SS), Interpersonal needs Questionnaire (INQ), and Acquired capability for suicide Scale (ACSS), LIWC: updated 2015 version, Scikit-learn library, Decision tree Learning. Online system was established that takes out user characteristics and gave minimum results by taking into account 2 mental disorders. Later this is used as reference to predict behaviour of user more effectively.</td>
</tr>
<tr>
<td>2017-2017</td>
<td>Elvis Saravia</td>
<td>Using social Media to identify and analyse Mental sickness</td>
<td>To predict Depression</td>
<td>Center for Epidermologic studies depression scale, TF-IDF, PLF, Sentiment 140API, Random Forest Classifier: a main learning model. The results shows that a multimodal that is developed has high accuracy as compared to the existing methods, and can efficiently predicts the user's mood.</td>
</tr>
<tr>
<td>2016-2017</td>
<td>Keumhee</td>
<td>To Identify Depressive users in Twitter Multimodal analysis</td>
<td>Extracts Tweets from Twitter that indicate Depression</td>
<td>SVN based Learning. Built a Lexicon by using Visual Sentiment Ontology and Sentistrength dictionaries, LIWC, K-means Clustering Latent Fusion. The results shows that the performance of the model is calculated and they got the best precision and minimal accuracy and recall.</td>
</tr>
<tr>
<td>2017-2017</td>
<td>Maryam Mohammed Aldarwish et al.,(2017)</td>
<td>Predicting Depression Levels using social Media posts</td>
<td>Classification of users according to mental Illness</td>
<td>BDI-II Questionnaire, create a depression model using RapidMiner, SVM and Naive Bayes classifier. The performance of the model is calculated and they got the best precision and minimal accuracy and recall.</td>
</tr>
<tr>
<td>2017-2017</td>
<td>Adrian Benton</td>
<td>Multitask Learning for Mental Health conditions with Limited Social Media data</td>
<td>Predicting Depression</td>
<td>Multitask Learning approach (MTL), Logistic Regression, Feedforward multilayer perceptron Single task Learning (STL). Results shows that the proposed model performs better compared to LR models.</td>
</tr>
</tbody>
</table>
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2018- Yoshiohiko Suhara

<table>
<thead>
<tr>
<th>Table Entry</th>
<th>2018- Yoshiohiko Suhara</th>
</tr>
</thead>
<tbody>
<tr>
<td>DeepMood</td>
<td>Forecasting Depressed Mood based on Self-Reported Histories via Recurrent Neural Networks</td>
</tr>
<tr>
<td>Predicting Depressed moods</td>
<td>Long short term memory recurrent neural networks, Utsureko: a smartphone application, Ecological momentary assessment (EMA) approach</td>
</tr>
<tr>
<td>The outcome highlighted developed model predicts intense depression on the basis of user histories and produces more accuracy</td>
<td></td>
</tr>
</tbody>
</table>

VII. CONCLUSION

The aim of this paper is to furnish information about primary concepts of ML algorithms that are frequently used in mental health field and their real application instance in this area. Study of mental wellness using different Machine Learning approaches are primarily centred on supervised learning for classifications. According to our review depression, PTSD, schizophrenia., ASD, bipolar disease as domains where ML techniques were applied in mental health, and SVM, GBM, Random Forest, KNN, Naïve Bayes have been applied in these domains. According to our review, different Machine Learning approaches were employed as discussed in table 2 in mental health to predict depression. Every model has its own merits and drawbacks. The performance of all these models relays on different properties of data and intent of study. Since lot of human preprocessing on Machine Learning models such as data preprocessing, tuning of models in order to fit into optimality, it is difficult to quote that one particular model is best for every areas at all times. Researchers examine their data with different classifiers in order to select the best classifier which results in maximum accuracy. The leading scope for future evolution lies in finding the new method to automate the process of identifying the depression which generates the reports on a regular basis. We have to work to get better algorithms in future since techniques used in Natural Language Processing (NLP) is newfound and is still in developing stage. Also, accuracy of these algorithms need to be maximized in order to use with large-scale data.
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