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Abstract: Tele-marketing presents a huge challenge in identifying potential customers with lack of effective marketing strategy may led a company to succumbs to problems such as prolonged marketing campaign. Various attempts to improve the performance of binary classification model for bank tele-marketing data. Previous researches indicate that the neural network is the most common algorithms being employed and able to produce commendable results with higher accuracy percentages compared to other algorithms. Despite several attempts to improve the model through treatment of imbalance dataset and features selection, this research argues that they are incomplete. Therefore, this research proposes a data pre-processing algorithm for bank tele-marketing binary classification neural network. Three datasets have been employed (19, 16, and 20 features) to evaluate the performance of the algorithm towards the classification model. The data pre-processing algorithm is divided into three phases: data cleaning, data imbalance treatment and finally data normalization. In this paper, the result indicated that binary classification model complemented with data cleaning techniques such as Missing common (MC) and Tomek Links (TL) shows a better result compared to Ignore Missing (IM). In terms of data normalization, techniques such as MaxAbsScaler (MAS) and MinMaxScaler (MMS) consistently indicated better performance from other normalization techniques. The classification model employed in this paper utilizes data pre-processing algorithm combination of MC-TL-MMS. The algorithm using this approach able to record an area of the receiver operating characteristic curve (AUC) of 0.9129 and 0.9464 by using 16 features and 20 features respectively. This result presents the highest figure in terms of performance accuracy compared to other previous researches.
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I. INTRODUCTION

Tele-marketing is one of the marketing mechanisms that serves as a tool to increase sales of a product [1]. Tele-marketing which also known as target marketing or direct marketing has gained popularity with many companies than the conventional mass marketing due to the latter becomes less effective when there exist many competitions [2]. However, tele-marketing presents a huge challenge in identifying potential customers with lack of effective marketing strategy may led a company to succumbs to problems such as prolonged marketing campaign. Machine learning is one of the tools that can help in terms of reducing both time and cost of a marketing campaign [3]. Research by [4] suggested that machine learning can help processes complicated marketing tasks automatically by analyzing large amount of data and learning patterns of data that can be utilized for predictions and simulations.

Machine learning is a subdivision of artificial intelligence and a subdomain of data mining. The main activity of machine learning is essentially learning or training from past data either by supervised leaning or unsupervised learning. Supervised learning is usually employed for classification while unsupervised learning is catered towards clustering [2]. In order to solve the problem of identifying potential customers in marketing, a machine learning model must be developed. Classification algorithm employed will learn from history of labelled data records or dependent variable (DV) and attribute or independent variable (IV). The development of a classification algorithm involves various learning or training processes and once completed will be able to make prediction based on new data. Various classification algorithm has been employed to yield potential customer prediction which includes K-Nearest Neighbors (KNN), Neural Network (NN), Support Vector Machine (SVM), Logistic regression, Decision Trees (DT), and Naive Bayes (NB) [2], [3], [5].

In this paper, the proposed classification algorithm employs neural network with the emphasis on data pre-processing for data mining. This algorithm is then employed in order to develop the binary classification model for bank tele-marketing. Previous researches employed various machine learning algorithm to accommodate this problem. Results from these researches indicate that neural network and support vector machine are two of the most common algorithms being employed. This is largely due to both algorithms able to produce commendable results with higher accuracy percentage compared to other algorithms [3], [6]–[9]. Subsequently, this research proposes the employment of neural network to develop classification model for bank tele-marketing, which has also been done previously [10]. In this paper, this research answers whether the approach of
emphasizing data pre-processing in neural network would allow increased performance in terms of accuracy in neural network model. This research also highlights which data pre-processing techniques that would allow such performance improvement. Various attempts to improve the performance of the binary classification model for bank tele-marketing data. Examples of such attempts, comparing the performance between machine learning algorithms [3], [7]-[9], [11]-[15]. There are also various attempts to tweak and hybridize different machine learning algorithms to obtain better performance improvement [4], [5], [16], [17]. In terms of attempts to improve the model via data mining pre-processing, some researches went for the treatment of imbalance dataset [18]-[20]. There are also researches that emphasize on features selection [3], [15], [21], [22]. While there exists attempts to improve the model via data pre-processing, this research argues that the attempt is incomplete, especially when considering there are no approaches in terms of data cleaning and normalization.

This research hypothesizes that the emphasis on data pre-processing in neural network algorithm such as data cleaning and normalization would allow performance improvement towards the accuracy of the classification model. This hypothesis is tested with results from experiments using each data pre-processing technique are recorded, measured and compared. Results from the comparison indicate that this approach is important to improve the performance of the binary classification model.

Researchers have attempted to improve the performance of the model from the different aspect as mentioned earlier. This research however attempted to improve the performance by emphasizing on the data pre-processing approach such as data cleaning and normalization. To accomplish this, this research first demonstrates how the data cleaning process is performed by using Missing Common (MC) and Ignore Missing (IM) while solving the data imbalance problem via undersampling, oversampling, and combination of both. Next, the process of data normalization is explicated using scaler, normalization, and standardize. Finally, the performance of the neural network classification model with emphasis on data pre-processing are assessed. The results from this research indicated that binary classification model neural network complemented with data cleaning via MC and sampling Tomek Links (TL) enables better performance compared to IM technique. Meanwhile, MaxAbsScaler (MAS) and MinMaxScaler (MMS) is shown to be the better method to be employed for data normalization compared to other normalization techniques.

The paper is organized as follows. Section 2 includes background information on NN, cleaning data, data imbalance treatment and data normalization techniques. Section 3 describes the material and methods of the experiment. Experimental results are presented in Section 4, and the paper is concluded in Section 5.

II. NEURAL NETWORK, CLEANING DATA, DATA IMBALANCE TREATMENT AND DATA NORMALIZATION TECHNIQUES

A. Neural Network

Neural network or Artificial Neural Networks (ANN) is a computational model inspired by the human brain’s neurons which executed on the computer to perform certain specific tasks like classification, regression, clustering, and pattern recognition. The concept of neural network was introduced by McCulloch and Pitts in 1943 [23], nevertheless without the mechanism of learning or training. In 1957, Rosenblatt introduces the Perceptron based on the concept of neural network by McCulloch and Pitts [24]. Perceptron is the earliest neural network that able to identify and classify an object. This is proceeded by the introduction of Multilayer Perceptron (MLP) that able to accommodate more than one Perceptron layers. MLP able to solve non-linear problems while maintaining the original structure of perceptron of feedforward layered [25]. Neural network has been demonstrated to successfully employed in various field of studies such as medical [26], [27], agriculture [28], [29], industrial [30], [31] and finance [32], [33].

B. Data Cleaning Technique and Imbalance Data Treatment

Data cleaning is one of the activities in data pre-processing. The main activity of data cleaning is the remediation of data loss and data noise. Two of the common data cleaning techniques are Ignore Missing (IM) and Missing Common (MC) [34]. IM technique is employed to remove records that contains at least one attribute loss. Meanwhile, MC (i.e. imputation) is contrary with IM, whereas this technique replaces the lost data with the most frequent data in a specific attribute [34]. Imbalance data treatment are then continued after the process of data cleaning. Examples of imbalance data treatment includes Random Over Sampler (ROS) [34], Synthetic Minority Over-sampling Technique (SMOTE) [35], Random Under Sampler (RUS) [34], Tomek links (TL) [36], and Synthetic Minority Over-sampling Technique and Edited Nearest Neighbors (SMOTENN) [37].

C. Data Normalization Technique

Data normalization is an activity in data pre-processing that changes the attribute value according to a common scale or range in order to improve the performance of a machine learning algorithm. There are various examples of normalization technique such as min max, z-score dan decimal scaling [34]. In python environment, there exists machine learning framework such as sklearn [38]. The framework contains numerous useful normalization techniques such as MinMaxScaler (MMS), MaxAbsScaler (MAS), StandardScaler (SS), RobustScaler (RS) and Normalizer (NM).
III. MATERIAL AND METHODS

A. Dataset

Experiments performed in this research utilizes a bank marketing dataset (file ‘bank-additional-full.csv’) by [3]. This dataset is published by California University under the machine learning repository. This dataset is very commonly utilized among machine learning and data mining researches for performance assessment [3], [7]–[9], [11]–[15] and has also being employed for feature selection [3], [15], [21], [22]. This dataset contains 41,188 tele-marketing record of phone calls made by bank agents to sell long-term deposit products. This dataset came from a record ranging from year 2008 until 2010. Each record has 20 features individually.

This research proposes data processing algorithm to provide thorough analysis via machine learning environment via imbalanced-learn library that is compatible with sklearn [39]. The algorithm is proceeded with normalization techniques such as MinMaxScaler, MaxAbsScaler, Normalizer, StandardScaler, and RobustScaler. These techniques also utilize the python environment and sklearn [38]. The algorithm starts with the selection of data cleaning technique of either IM or MC. Both techniques utilize the python environment whereas IM dropna(inplace=True) while MC SimpleImputer sklearn `fit_transform` for processing. Examples of data treatment techniques employed includes No imbalance treatment (NIT), Random Over Sampler (ROS), Synthetic Minority Over-sampling Technique (SMOTE), Random Under Sampler (RUS), Tomek links (TL), and Synthetic Minority Over-sampling Technique and Edited Nearest Neighbors (SMOTENN). These techniques utilize the python environment via imbalanced-learn library that is compatible with sklearn [39]. The algorithm is proceeded with normalization techniques such as MinMaxScaler, MaxAbsScaler, Normalizer, StandardScaler, and RobustScaler. These techniques also utilize the python environment and sklearn [38]. Table 2 shows the total of 60 set of pre-processed data that has been produced by executing the algorithm in Fig. 1. This dataset will allow thorough searches towards finding the best results that can be utilized for neural network binary classification model.

B. Data Pre-Processing Algorithm

This research proposes data pre-processing algorithm to produce binary classification model of bank tele-marketing. Once the data pre-processing is completed, the dataset can be splitted into training and testing dataset which can be later utilized to evaluate the performance of neural network for bank tele-marketing classification model. The algorithm is as follows (Fig. 1.):
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C. Data Training and Testing

In data pre-processing, data splitting will be performed once data cleaning has been completed. In this research, the 41,188 records are divided into two parts. A ratio of 80-20 (80% training and 20% testing) is levied hence dividing the number of datasets into 32,950 and 8,238 of training and testing data respectively.

D. Modeling

Cross Validation

This research utilizes Kfold (via StratifiedKFold) technique for cross validation (CV) purpose. Kfold is divided into 5 different parts for data training. Each Kfold is developed with bank tele-marketing binary classification model and evaluated via receiver operating characteristics – area under the curve (ROC-AUC). The best hyperparameter neural network (e.g. number of hidden layers, solver, alpha, activation etc.) is obtained from the results of the highest RO-C-AUC. The hyperparameter will be recorded and employed to develop bank tele-marketing binary classification model using the original training data of 32,950 records.

Multilayer Perceptron Algorithm

Multi-Layer Perceptron (MLP) employed in this research has 3 layers structure (input layer, hidden layer, and output layer). Input layer has several neurons that multiply the data input with specific weightage which results will be carried over into the hidden layer. Hidden layer will also multiply the previous results analogous to the input layer. A configuration of -1 until 1 using activation function hyperbolic tangent will then follows the previous results. This research employs 5-12 number of hidden layers. The output layer is configured with only one neuron where the neuron also performs results calculation like other layers. In this research, the output layer utilizes logistic function with range from 0 to 1. Values larger or equal to 0.5 are rounded to 1, otherwise to 0. In this research, MLP is trained by using Backpropagation with Limited-memory Broyden–Fletcher–Goldfarb–Shanno (LBFGS or LM-BFGS) as an optimizer which it minimizes the Cross-Entropy loss function. For the hyperparameter, all parameters had been set as default under python environment and sklearn except alpha (i.e. 0.1, 0.01, 0.001, 0.0001). Sklearn is chosen due to its superior performance compare to other machine learning frameworks such as Weka dan Apache Spark [40].

E. Evaluation

Several researches have employed ROC-AUC instrument to measure the performance of bank tele-marketing classification model. ROC-AUC is a popular instrument [3] with probability curve represents degree or measure of separability. ROC curve uses the true positive rate (sensitivity) as the vertical axis, the false positive rate (1-specificity) as the abscissa of the curve. From the ROC curve, AUC can be calculated, the size of AUC is between 1.0 and 0.5. In the case of AUC>0.5, the closer to 1 the AUC, the better the diagnosis [5].

IV. RESULTS AND DISCUSSION

This section verifies the hypothesis of this research; neural network with emphasis on data pre-processing using data cleaning and normalization can improve the accuracy percentage of binary classification model of bank tele-marketing. This section also deliberates which data pre-processing technique able to help improve accuracy of neural network model.

The experiment in this research is divided into three different setups. The experimental setup of the research is explicated in Table 3 with each setup is crucial to enable comparisons between results from previous researches.

Table III: List of experiments setup

<table>
<thead>
<tr>
<th>Set</th>
<th>Dataset sources</th>
<th>Number of attributes (IV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>bank-additional-full.csv [3] (drop duration attribute)</td>
<td>19</td>
</tr>
<tr>
<td>2.</td>
<td>bank-full.csv [3]</td>
<td>16</td>
</tr>
</tbody>
</table>

The first experiment utilizes dataset containing 20 IV as depicted in Table 1. The data contributor suggested that the attribute “duration” should be negated in order to produce a practical predictive model. This is because the attribute can be classified as DV which can affect the model and is impractical for real-world applications. This suggestion is taken into consideration hence the number of attributes of 19. The results from this experiment indicates that binary classification model via emphasizing data pre-processing shows better performance when employed with MC and TL compared to IM. Meanwhile, in terms of data normalization technique MAS and MMS shows better performance compared to other normalization techniques. Table 4 illustrate the performance evaluation via ROC-AUC with bolded texts highlight the technique with the best performance using the pre-processed dataset in Table 2. This is followed by figure 2 which depicts the ROC-AUC results for the algorithm using MAS and MC for each data imbalance treatment techniques.

Table IV: Performance of data pre-processing algorithm

<table>
<thead>
<tr>
<th>ALGORITHM</th>
<th>MAS</th>
<th>MMS</th>
<th>NM</th>
<th>SS</th>
<th>RS</th>
</tr>
</thead>
<tbody>
<tr>
<td>NIT - IM</td>
<td>0.7953</td>
<td>0.7912</td>
<td>0.7623</td>
<td>0.7921</td>
<td>0.7927</td>
</tr>
<tr>
<td>ROS - IM</td>
<td>0.7862</td>
<td>0.7789</td>
<td>0.7380</td>
<td>0.7727</td>
<td>0.7682</td>
</tr>
<tr>
<td>SMOITE - IM</td>
<td>0.7815</td>
<td>0.7770</td>
<td>0.7328</td>
<td>0.7660</td>
<td>0.7681</td>
</tr>
<tr>
<td>RUS - IM</td>
<td>0.7811</td>
<td>0.7847</td>
<td>0.7384</td>
<td>0.7782</td>
<td>0.7767</td>
</tr>
<tr>
<td>TL - IM</td>
<td>0.7944</td>
<td>0.7890</td>
<td>0.7636</td>
<td>0.7876</td>
<td>0.7819</td>
</tr>
<tr>
<td>SMOITEENN - IM</td>
<td>0.7759</td>
<td>0.7780</td>
<td>0.7545</td>
<td>0.7729</td>
<td>0.7730</td>
</tr>
<tr>
<td>NIT - MC</td>
<td>0.7946</td>
<td>0.7937</td>
<td>0.7636</td>
<td>0.7851</td>
<td>0.7908</td>
</tr>
<tr>
<td>ROS - MC</td>
<td>0.7817</td>
<td>0.7653</td>
<td>0.7473</td>
<td>0.7765</td>
<td>0.7802</td>
</tr>
<tr>
<td>SMOITE - MC</td>
<td>0.7676</td>
<td>0.7693</td>
<td>0.7305</td>
<td>0.7753</td>
<td>0.7755</td>
</tr>
<tr>
<td>RUS - MC</td>
<td>0.7711</td>
<td>0.7781</td>
<td>0.7582</td>
<td>0.7831</td>
<td>0.7702</td>
</tr>
</tbody>
</table>
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employed as depicted in Table 1. Like the second experiment, data pre-processing techniques such as MAS, MMS, TL and MC are employed.

<table>
<thead>
<tr>
<th>Table VI: Result for third experiment setup</th>
</tr>
</thead>
<tbody>
<tr>
<td>Num.</td>
</tr>
<tr>
<td>1.</td>
</tr>
<tr>
<td>2.</td>
</tr>
<tr>
<td>4.</td>
</tr>
<tr>
<td>5.</td>
</tr>
<tr>
<td>6.</td>
</tr>
<tr>
<td>7.</td>
</tr>
</tbody>
</table>

Table 6 illustrates the results of the third experiment. The result shows that employing data pre-processing for neural network allows significantly higher accuracy towards the binary classification model with 0.9464. This result is significantly higher than simply employing neural network at 0.8910 subsequently confirming that data pre-processing can help in terms of improving the accuracy of neural network classification model.

V. CONCLUSION

This research has proven that employing data pre-processing approach improves the performance of bank tele-marketing binary classification model. An algorithm for data pre-processing has been proposed using techniques such as MC, TL, MAS, and MMS in order to improve the ROC-AUC of a model. The algorithm has been demonstrated to be able to significantly improve the ROC-AUC performance of a neural network classification model for all three experiments in this research. This research therefore concludes that emphasizing a complete data mining process-ess algorithm; data cleaning, imbalance data treatment, and data normalization would allow significant performance improvement for neural network binary classification model. In the future, the research can be continued by testing the approach in other area of studies such as finance, industrial, agriculture, medical and others that currently facing the same situation with the problem stated in this research.
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The second experimental setup utilizes 16 IV as shown in Table 3. This dataset contains older dataset compared to the later dataset of 20 IV. The results from previous experiment is also carried over this experiment where superior data pre-processing technique such as MAS, MMS, TL, and MC are employed for the experiment.

Table 5 illustrates the result from the second experiment. The hypothesis of this research is verified with ROC-AUC results of 0.9158 via neural network using MC-TL-MAS which is higher compared to previous research without emphasis on data pre-processing. However, Random Forest (RF) algorithm performs better with ROC-AUC results of 0.9270. The difference however, are insignificant and this research nevertheless confirms that employing data pre-processing for neural network algorithm enable a significant performance increases towards the conventional algorithm making it comparable with some of the best neural network implementations.

For the third experiment, dataset containing 20 IV is

![Fig. 2: ROC-AUC results for the algorithm using MAS and MC for each data imbalance treatment technique](image-url)

**Fig. 2: ROC-AUC results for the algorithm using MAS and MC for each data imbalance treatment techniques**

The second experimental setup utilizes 16 IV as shown in Table 1. This dataset contains older dataset compared to the later dataset of 20 IV. The results from previous experiment is also carried over this experiment where superior data pre-processing technique such as MAS, MMS, TL, and MC are employed for the experiment.

Table 5 illustrates the result from the second experiment. The hypothesis of this research is verified with ROC-AUC results of 0.9158 via neural network using MC-TL-MAS which is higher compared to previous research without emphasis on data pre-processing. However, Random Forest (RF) algorithm performs better with ROC-AUC results of 0.9270. The difference however, are insignificant and this research nevertheless confirms that employing data pre-processing for neural network algorithm enable a significant performance increases towards the conventional algorithm making it comparable with some of the best neural network implementations.

Table V: Result for second experiment setup

<table>
<thead>
<tr>
<th>Num.</th>
<th>ML algorithm</th>
<th>ROC-AUC</th>
<th>Number of IV</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>NN MC-TL-MAS (0.9158), NN MC-TL-MMS (0.9129)</td>
<td>0.9158</td>
<td>16</td>
</tr>
<tr>
<td>2.</td>
<td>R-GRNN O (0.8929), NN (0.8704), 2019 [14]</td>
<td>0.8929</td>
<td>16</td>
</tr>
<tr>
<td>3.</td>
<td>RF (0.9270), NN (0.9000), 2017 [13]</td>
<td>0.9270</td>
<td>16</td>
</tr>
<tr>
<td>4.</td>
<td>KNN (0.9000), NN (0.8200+), 2017 [18]</td>
<td>0.9000</td>
<td>16</td>
</tr>
<tr>
<td>5.</td>
<td>FMLP-SVM, 2017 [5]</td>
<td>0.9048</td>
<td>16</td>
</tr>
<tr>
<td>6.</td>
<td>NB (0.858), NN (0.847), 2015 [14]</td>
<td>0.8580</td>
<td>16</td>
</tr>
<tr>
<td>7.</td>
<td>SVM Ensemble (0.8), NN (0.71), 2015 [8]</td>
<td>0.8000</td>
<td>16</td>
</tr>
</tbody>
</table>

For the third experiment, dataset containing 20 IV is
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