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Abstract: With the advancement in science and technology more and more real time data is being accumulated in the digital repositories. One such highly accumulating data is stock market data. Prediction of stock market data and its analysis is a challenging task as it is a highly sophisticated time series data vulnerable to sudden changes. The data and its relevance in the real world has attracted the interest of many researchers. Research literature provides many contributions by eminent researchers for analyzing and developing models for stock data. In this research paper an effort has been made present two things. One, building a stock prediction model using artificial neural network using different learning functions and we found that the different learning functions produces different results. In our experiment we have achieved a highest accuracy of 94.55%. The second thing we are trying to do in this article is to provide a detailed information on various techniques used for stock data prediction. More than 50 articles have been studied to present the significant contribution of the researchers. The articles are categorized into two main sections namely prediction methodologies used for stock data analysis and clustering methodologies used for stock data analysis. The sections, prediction methodologies used for analysis and clustering methodologies used for analysis are further explored into eight and four sub categories respectively depending upon the methodologies used. After presenting the detailed analysis, we have also highlighted the research gaps existing in the methodologies discussed in this paper.

Keywords: Data Mining, Stock Market, Prediction, Forecasting, Stock data.

I. INTRODUCTION

In this 21st century, each and every aspect of our life is getting digitalized. Every second an enormous amount of data is being generated from every aspects of our life due to more and more digitalization, every aspects of our life are generating a huge amount of data every second. This huge data can be converted to a useful and profitable only if one knows how to do it. In this regard data mining is playing a very vital role. By applying traditional and advanced data mining techniques, we can convert any raw data into gold. Data mining has been playing an important role for some time now in many fields either in solving many real world problems or providing a decision making support system to improvise our life. For instance, sensor networks’ main problem is how to utilize the available limited energy to improve the life span of the network. In this regard data mining has provided many strategies for sensor networks such as identification of optimal routing path for data transmission [1], data prediction [2], to reduce the energy consumption. The major contribution of data mining is in the medical field where data mining techniques can be used for early detection and prediction of life threatening diseases such as cancer in particularly breast cancer [3], [4], [5]. Data mining applications are not just limited to science and technology but also include finance related areas. Traditionally, people related to finance were solely dependent on traditional statistical methods for analysis of stock data. But the digitalization of the world has forced the people to use data mining techniques in almost all fields for analysis of data and to provide a decision support system. And finance related area such as stock market is not exempted from it. Stock market is one place where gigantic amount of financial data is generated every second during the trading hours. This gigantic amount of data can be converted into useful knowledge using which one can make fortune. The analysis and prediction stock market data, identifying the reasons behind the movement of stock price, the factors influencing the stock values, all these are very complicated, difficult, and challenging task. However, the reward is also very attractive and profitable because of which many individuals and institutes are spending their time and effort to build the model to understand the stock market and make fortune out of it. Many researchers have proposed many techniques and these techniques can be categorized according to their nature such as analysis of stock data based prediction methodologies namely- artificial neural networks, convolutional neural network, decision support system, hidden markov models, recurrent neural network, support vector machines, support vector regression, and clustering methodologies namely- filtering, fuzzy, K-means. This article is one effort to provide the detailed analysis of different methodologies used for development of stock data prediction models.

II. LITERATURE SURVEY

A. Prediction methodologies used for analysis

I. Analysis of stock data using Artificial Neural Network

Human brain has more capabilities than we think. And we are yet to find ways to use our brain more efficiently.
One of the ways is to simulate the brain activity using computers. This is where the artificial neural network (ANN) contribute significant role. ANN mimics the working style of a brain which also has the capability in identifying the patterns and learning it. This makes the ANN more efficient compared to traditional statistical methods.

Predicting an approximate price of a stock is very difficult but if one succeeds in it, it can turn out to be a fortune. ANN has been used in many ways in developing prediction models. One such model is Bayesian regularized ANN [6]. The authors used it in order to predict the closing price of a stock for the trading day using both stock price and technical indicator. The model was able to minimize the over fitting and over-training.

An adaptive model which is Computationally Efficient Functional Link ANN (CEFLANN) was proposed by [7] for the prediction of Indian stock exchange indices. For training the network, the model used least mean square error (LSM) and learning function. The excellence of the predicted data compared to the actual data is estimated using mean absolute percentage error (MAPE). Technical indicators and historical data were used in this model for prediction of stock data for the following day. The CEFLANN model also used differential evolution technique to optimize the weight used in the model to increase the overall accuracy.

Particle Swarm Optimization (PSO) was used in [8] in an integrated functional link interval type 2 fuzzy neural network for construction of prediction model for prediction of stock data. For testing purpose, the model was used to predict the various market indices such as BSE, S and P 500. Here, for evaluation purposes MAPE and root mean square error (RMSE) were used.

Feature selection is a very important stage as this acts as the foundation of the model. The models use the features to accomplish the task. To predict the stock data various factors can be considered but which one are important are decided by the feature selection methods but there are hundreds of factors which impact the stock data. Deciding which features to use is a very difficult task. In this regard [9] have used three dimensionality techniques such as the Principal Component Analysis (PCA), fuzzy robust PCA, kernel based PCA to decrease the dimensionality of the data. Once the features are selected, ANN was used to predict the stock data.

ANN was studied thoroughly in [10] to build stock prediction model. For experiment purpose, the authors used the model for prediction of stock data of an Iranian tractor company.

The stock prediction models are often complex in nature and use many inputs. But the idea is to have a prediction model with simple structure and minimum number of inputs and this is achieved in [11]. Here, in the first step the factor that has the most impact on the model is identified using stepwise regression analysis (SRA). In the second step, data is distributed among number of clusters using self-organizing map (SOM). In the final phase, the clusters formed in the second step are fed to the genetic fuzzy system (GFS) as an input. MAPE was used to calculate the performance of the model.

The fusion of machine learning technique for development of prediction model was proposed by [12]. In the first stage the proposed model used Support Vector Regression (SVR). Later, SVR is combined with Random Forest (RF), and ANN in the second stage. This resulted in development of three fusion models namely SVR-ANN, SVR-Random Forest, and SVR-SVR.

The impact and efficiency of the ANN in building a stock prediction model was thoroughly investigated in [13]. Another researcher [14] also investigated ANN contribution in building stock prediction model. In particularly, the researcher investigated the dynamic ANN, multilayer perceptron (MLP), generalized autoregressive conditional heteroscedasticity (GARCH).

Recently the impact of learning functions on artificial neural network was investigated in [15].

2. Analysis of stock data using Convolutional Neural Network

Intraday trading is where many day traders make money. In order to increase the profit margin one needs to make the right decision at a very quick time. To make the right decision one needs the accurate report of the events going on at that moment which could make an impact. But analyzing huge amount of data quickly is very difficult. In this regard a prediction model was built using Recurrent Neural Networks (RNN) and Convolutional Neural Networks (CNN) and the model used the S and P 500 index data to test the accuracy of the model [16].

A structure including both CNN and Long Short Term Memory was used in forecasting the stock market in [17]. This model used the publicly available data for training and testing the model.

So far only one or two data source were used to analyze the information and use it for forecasting the stock data. However, data which could impact the stock could come from multiple sources and hence it becomes absolutely necessary to develop a model which can extract the relevant information from multiple sources and utilize the extracted information to forecasting the data. Such a technique was used in [18] which used RNN for development of the prediction model.

3. Analysis of stock data using Decision Support System

The stock data prediction is very complicated but profitable task. The predictions of stock data are basically done in two ways. One is to develop the prediction model and second way is to build a decision support system. Basically the decision support systems gives buy or sell signal to the user based on which user can take decision to maintain their stock portfolio. One such example of decision support system is [19] where the author used the oscillation box along with two support vector machine. The support vector machines were used in this intelligent model for finding the upper and lower bound of the price. Once the lower and upper bounds are estimated, a trading strategy are executed based on the pattern.

4. Analysis of stock data using Hidden Markov Model

Hidden Markov Model (HMM) is best suited for developing the model and analyzing the results related to time related phenomena.
One such application is analysis of stock market data which is a time dependent data such as time series data. Using Hidden Markov Model along with Principal Component Analysis, a prediction model was developed [20]. In this model, PCA is used to identify the most relevant technical factor which could be used for forecasting of Indian stock market data. Once the most relevant technical indicators are identified, Hidden Markov Model is utilized to develop the stock market prediction model. The experimental study showed that the prediction model built using Hidden Markov Model along with the Principal Component Analysis produced less than 2 percent in-terms of Mean Absolute Percentage Error.

The Hidden Markov Model's ability to deal with the time series data was used to develop a Posterior Hidden Markov prediction model in [21]. In this model, the stock price, highest and lowest price of the stock for the intraday is utilized to predict the price for the following day.

5. Analysis of stock data using Neural Network

The NN is one among the best ways to identify the hidden pattern and learn them. This is made possible only because the neural networks follow the same principle or methodology as the brain. Hence, one can say that neural networks are computer simulated versions of brain. Many researchers have used the neural network for development of stock prediction model and in this section we will describe few as follows.

A NN based model was utilized to identify the trends of the currently following stocks [22]. The article addresses a new mechanism of increasing the accuracy of the prediction. The model was designed to allow multiple hidden layers involving random connections and evolutionary algorithms were used to optimize the training weights. A sine function in place of sigmoid function was used as an activation function for training the NN. The efficiency of the model was validated by performing repeated experiments to find the variation between the predicted values and the actual values and based upon the predicted accuracy the over fitting issue was investigated. Finally a comparative study was conducted where the outcome of the proposed model was matched with other existing models. It was witnessed that the model gave higher result than its counter parts.

An innovative NN model for predicting stock market data was introduced by [23].The main aim was to demonstrate the impact of internet of things related to multimedia for stock analysis. In order to carry out real-time data analytics and visualization of prediction results dataset was collected from live stock market. Generally it was observed in the state of art that traditional neural networks may incorrectly predict the stock rate because of random initialization of weights and thus leading to incorrect predictions. In order to overcome this drawback two new models namely stock vector and long short-term memory neural network model (LSTM) were demonstrated. Stock vector model is a deep learning based model where word vector concept was used. In this model instead of taking a single stock index as an input, multiple indices from the historical data were considered. The prediction model was named as LSTM. For vectoring and forecasting the values, this model included the automatic encoder. The accuracy of the respective models for Shanghai A-shares composite index and for individual stocks was found to be 57.2% and 56.9%.

A new system called Wave Analysis Stock Prediction (WASP) was developed by [24] to forecast the future stock rate. Based on the Elliott wave theory (EWT), a neuro-fuzzy system was designed by the authors. The EWT has been used earlier in many applications and is found to be useful in solving forecasting based problems. The authors make use of neuro-fuzzy logic to forecast the stock price and yielded promising results.

A significant research contribution utilizing daily stock data, bond data, and currency data specific to nearly around 39 nations was proposed by the authors in [25] to predict the market crash. The works showcases the transmission mechanisms of crash events across the stock market and its effect from bond and currency markets. The authors make use of two approaches namely Boosting and Deep learning. In Boosting of bag of various machine learning algorithms like SVM, neural networks, random forests, etc were used. In deep learning based approach a sophisticated deep neural network was built to carry out the prediction task. The main aim was to come up with a mechanism capable of predicting the probability of any market crash. The main variables considered for the forecasting of crash event were selected based upon the returns and volatility of the market. Machine learning algorithms were used to select the relevant features and bootstrap sampling was used to ensure that the data is properly fitted. The deep neural networks yielded in higher prediction accuracy than any other neural networks. The experimental results prove that there exists a strong relation between stocks, bond and currency of a nation. The results also reveal that stock market crises incline to show the persistence. The authors claim that even though there are many applications of boosting and deep learning it is for the first time these two mechanisms are used to forecast the crash events in various time frames at a larger scale involving 39 economies and their allied economic data. The research work produced by [25] offers a systematic tool to the central banks that warns whenever there is a risk of sensitive market so that they can adjust their monetary policies to stabilize the financial state.

A hybrid model for the forecasting of Shanghai stock exchange data was proposed by [26]. In this article the authors design an optimized NN model to forecast the movement of stock indices. The authors make use of a Radial Basis Function NN (RBFNN) optimized with a nature inspired algorithm called artificial fish swarm algorithm (AFSA) embedded with in K-means clustering technique is utilized to train the stock data. A comparative study was carried out and the proposed hybrid algorithm was compared along with popular ARIMA, back propagation (BP), SVM, nature inspired genetic algorithms (GA) and particle swarm optimization (PSO). Out of all the algorithms used for comparison the proposed algorithm yielded highest accuracy and least error. Another hybrid prediction model involving nature inspired algorithm was proposed by [27].
The authors claim to build an intelligent model capable of handling the complicated associations between inputs and outputs and predicting the financial data with high accuracy. A combination of genetic algorithm (GA) and Levenberg–Marquardt (LM) technique and a simple FNNs algorithm is used for stock data prediction. In this article data transformation and feature selection are carried out as the initial pre-processing tasks. The weights are optimized by using genetic algorithm and then the LM algorithm is used to make the FNN learn the patterns useful for predicting the stock data. In order to evaluate the performance of the proposed model, it was tested on various stock exchange indices available in the literature and it was found that the model resulted in significant accuracy. The main advantage of this model is it is capable of understanding the data fluctuations and mould accordingly yielding better results.

Current state of art provides many articles related to prediction of stock data using technical indicators. However in [28] the author discusses the impact of hybrid indicators - fundamental, technical and experts’ advice in the prediction of stock data. Various features extracted from the mentioned hybrid indicators were fed into a neuro-fuzzy prediction model trained by sigmoid function. The empirical results reveal that the accuracy obtained from the proposed hybrid indicator neuro-fuzzy model was comparatively better than the individual indicator models which entirely rely on the historical price data.

The current literature provides many research work relate to single classifiers and multi classifiers. In [29] the authors attempt to check the impact of bagging and boosting on multiple classifiers. The authors check the working of multiple homogeneous and multiple heterogeneous classifiers in an ensembled approach for prediction of stock returns. The models were validated against average forecasting accuracy, Type I error, Type II errors, and profit gained on investments. The results indicate that the predictive performance of multiple classifiers was found to be higher than the individual classifiers. They also outperformed in predicting the profit gained on investment. In addition to that, heterogeneous classifier ensembles outperformed homogeneous counterparts. However, it was also noted that the difference between majority voting and bagging mechanism had no significance. The authors conclude that the prediction of stock returns with neural network based homogeneous multiple classifiers with voting mechanism show the best performance.

6. Analysis of stock data using Recurrent Neural Network

The authors in [30] came up with a hybrid approach to build a prediction model. The authors have combined RNN and artificial bee colony algorithm (ABC) to predict the stock data in order to maximize the profit. The hybrid model was simulated in three steps. The first step involved data transformation using Haar wavelet. The wavelet transform eliminated the noise in the time series data. Second step involved the creation of feature matrix using RNN. This includes utilization of RNN with numerous technical indicators and fundamental indicators to build a feature matrix using RNN architecture. The features were selected based on Stepwise Regression-Correlation Selection (SRCS).

Third and final step involved the optimization of weights and biases using artificial bees colony algorithm under a parameter space design. The RNN was trained with sigmoid function resulting in higher predictive accuracy. The simulation was carried out on various stock indexes including Tokyo, Taiwan and London stock data. The simulation results confirm that the proposed hybrid approach returned promising results and can be used to implement real-time stock trade.

The authors of [31] proposed a research work where they used precision and average profit rate as the evaluation criteria instead of usual accuracy for studying the performance of recurrent neural network (RNN) on time series data. The RNN was applied on China Shanghai Shenzhen 300 Index stock data, specifically to understand the pattern of intraday trade. The experimental results on this time series data shows the RNN performed well with larger testing data providing useful information to the stake holders of the stock market.

A combined model including RNN and sentiment analysis (SA) was utilized to predict the volatility of the stock and mood of the investors who invested their money in Chinese stock market [32]. The model which is an amalgamation of Recurrent Neural Networks (RNN) with Gated Recurrent Units (GRU) predicted the presence of volatility in the Chinese stock data. Also a sentiment analysis base approach was followed to analyses the sentiments of the people extracted from the posts available at social platform called Sina Weibo. The experimental result reveal that an influential feature(s) can be derived by analyzing the opinions of the stake holders and could be used to improvise the prediction performance.

7. Analysis of stock data using Support Vector Machine

A comparative study to check the performance of three different prediction models was carried out by [33]. The three prediction models namely adaptive neuro-fuzzy inference systems (ANFIS), ANN and Support Vector Machine (SVM) was examined on the basis of sensitivity, and accuracy criteria. To check the performance of the models eight year long Borsa Istanbul BIST 100 Index stock data ranging from 2007 to 2014 was used. A random sampling and ten-fold cross validation mechanism was used for dataset division and performance testing respectively. Experimental results reveal that all the three models performed well in prediction of the down movement as compared to prediction of upward movement of stock. However it was found that in all cases SVM over cross ANFIS and ANN in terms of accuracy.

By studying the advancement of social media and linguistic technologies researchers came up with new modes of predicting stock data. One such mode of prediction was proposed by [34]. In this paper the authors address the mechanism of identifying the predominant stock indicators by analyzing the moods of the users using opinion mining. The authors adapt a lexicon based approach to analyze the emotions of 755 million tweets acquired using twitter API.
The tweets were subjected to classification to analyze the moods of the users on P500 and DJIA and S indicators. The analysis reveal that round 80% of tweets had no significance (i.e. were neutral) the tweets from celebrities influenced the mindset of the common people. If the tweets were positive it had positive impact on common man, if the tweets were negative it had negative impact.

Feature selection is salient step in prediction task. Stronger the feature set higher the predictive accuracy. There are many feature selection techniques available in literature which claims high performance. One such research work based on feature selection is projected by [35]. Here a hybrid feature selection technique involving fractals and SVM is used to select strong features from the stock data. Fractal method is most suitable for finding solutions to non-linear problem and thus fits the domain of stock analysis. The performance of Fractal-SVM method was compared with some of the widely used feature selection techniques to confirm that the performance of prediction using features selected by fractal-SVM was higher than the counter parts.

8. Analysis of stock data using Support Vector Regression

Stock data are very complex in nature and also they are non-stationary because of which the traditional stock prediction technique such as ARIMA are not enough to build a reliable prediction model. To predict the non-linear and continuously changing stock data, a three stage prediction model was proposed by [36]. In the first stage, delay co-ordinates were used to recreate the unknown unseen phase. In the second stage, Support Vector Regression parameters were optimized using nature inspired Firefly Algorithm (FA). Once the support vector regression parameters are optimized, they are used to predict the stock data. In this system, chaotic mapping, nature inspired firefly algorithm, and SVR technique were combined to develop a hybrid stock prediction model. The proposed model was compared with prediction models based on various techniques such as genetic algorithm, ANN and ANFIS, and it was found that the proposed model out performed all other techniques.

The feature extraction is one of the most significant phase in building any prediction model because the relevance of the feature directly impact on the accuracy of the model. Hence, one needs to be very careful and confident in selecting the features which are going to be used in the model and one such feature extraction technique is Non-linear Independent Component Analysis (NLICA). Using the NLICA as the feature extraction technique in the pre-processing stage, a stock prediction model was proposed by [37]. Here, once the features are identified, features are used in SVR as input to develop the stock prediction model. The proposed model was tested on two major Asian indices namely Shanghai Stock Exchange of China and Nikkei stock exchange of Japan. The experimental study exhibited that the NLICA improved the accuracy of the prediction model and outperformed the Principal Component Analysis based prediction model.

Another variant of SVR used for prediction of stock data is multi-output SVR. Further, a hybrid FA multi-output SVR model for prediction of stock data was proposed [38]. The firefly algorithm was used for finding the optimal parameters for multi-output support vector regression.

B. Clustering methodologies used for analysis

1. Analysis of stock data using Filtering

In stock market, the main objective is to increase the profit margin. However, the price of the stock is vulnerable to many factors due to which stock price may either increase or decrease without any sign or warning. In such situations making sure the minimum profit margin is the absolute goal of a trader. For such situations traders can use the stop loss window which will be triggered when the stock price hit a certain price ensuring the minimum profit or loss. Such a mechanism of using stop loss was introduced in [39]. Setting a stop loss is itself is a tricky thing and usually the traders make use of many technical indicators for analysis the stock data. One such technical indicator is exponential moving average (EMA) which is used in this model. The EMA follows the market trend and gives an idea about where the stock price may head. The EMA indicator is estimated for fifteen minute and one day time frame which helps the traders to look into the short term and medium term investment strategies. The proposed model was tested on intraday readings of DJIA index and the stop loss was kept for 100 points. The proposed model with the stop loss can be used to buy or sell the stock and ensure at least the minimum profit or damage.

One of the most popular statistical techniques utilized for building stock forecasting is ARIMA and many researchers have used it and one such example is described in [40]. Here, ARIMA was used to construct the prediction model and it was tested on couple of real world stock exchanges namely New York and Nigeria Stock Exchanges. The results showed that the simple but effective ARIMA models are very competitive when compared with other available prediction models.

The stock market data is a very complicated data which is vulnerable to many factors due to which it becomes very volatile. To build an effective prediction model one should consider the volatility factors. In this regard [41] have proposed a forecasting model for volatility in particularly conditional variance and the model was tested on Indian stock market index SENSEX data over a decade from 1996 to 2010. In the proposed model, Generalized Autoregressive Conditional Heteroskedasticity (GARCH), Threshold GARCH, and Exponential GARCH were considered for the study and the results displayed that the GARCH models were performing superior in forecasting the conditional variance in Indian stock exchange [42].

2. Analysis of stock data using Fuzzy based clustering

Stock prediction models may show some accuracy in predicting the stock price based on which one may wish to invest the money but one should remember that buying selling comes with a cost such as commission. If the prediction model fails to ensure that the profit earned is after all the expenses including the commission cost then there is no use of such models. To deal with such thing [43] proposed a fuzzy rule based prediction model. In this model fuzzy C-means algorithm was used to recognize the relevant rules which could be used for making the prediction. The parameters used in this model were optimized using ANFIS and the model produced a very high accuracy when it was tested on a real world Tehran stock exchange.
Stock predictions are done to make profit in three ways by either predicting the individual stock or the stock index value or both. To do this, a three staged forecasting model was developed by [44]. In this proposed model, Multiple Regression Analysis (MRA) was used in the first stage to identify the correlation among the variable impacting the stock price both in terms of economic and financial variables. In the second stage a stock prediction model was developed using the Differential Evolution (DE) based Fuzzy Clustering (FC) technique. In the final stage, Fuzzy Neural Network is used for prediction of stock. In this fashion, a hybrid prediction model was created using MRA, DEFC and fuzzy NN.

The ANFIS model is used worldwide for developing the stock prediction and hence, one needs to investigate the effectiveness of ANFIS model. In this regard [45] invested their time and resource to investigate ANFIS model of prediction. They implemented the prediction model using ANFIS and tested the model on Istanbul stock exchange and they found that the ANFIS model is quite effective in forecasting the stock returns.

Fuzzy Time Series has been used in the literature for developing a prediction model and this has motivated the [46] to develop a multilayer prediction model using the fuzzy time series. Each layer is used to deal with certain specific problem. The model was tested on Taiwan stock exchange, NASDAQ, DJI, and S and P datasets. However, each layer failed to understand the working style of other layers as a result it has created a research opportunity for others to work on this inefficiency to improve the accuracy of prediction models using fuzzy time series.

While dealing with the fuzzy time series, the distribution of dataset play an important role and hence it needs to be addressed in order to create a prediction mode. In this regard, [47] proposed to use discretization based on entropy and partition based on binning along with granular computing. The proposed model was compared with SVM based models, GARCH, and fuzzy models. However, this model fails to take other factors which could impact the stock such as volume of shares trading, technical indicators, and financial reports of the concerned company.

Technical analysis is used to build prediction models in the past [48] have several drawbacks such as the models were complex and produced unintelligent rules, mathematical models used were complex and investors failed to understand them. To handle it effectively [49] proposed an ANFIS which used multi-technical indicator for forecasting the stock. This hybrid model used technical indicators which converted into linguistic values using clustering method and finally linguistic rules were used by fuzzy inference system to extract the rules. The model produced better results when it was compared with [50].

The estimation of trend can be done by developing an advanced fuzzy set [51]. In order to do it, first the past historical data needs to be fuzzified into fuzzy sets and fuzzy relationships are estimated. The entire model is trained using the imperialist competitive algorithm. Once training is done, defuzzification takes place to predict the stock data.

3. Analysis of stock data using K-means

Clustering is among the major techniques in data mining and it has been widely used in various applications. Even in building stock prediction model, clustering technique such as K-means is used in the past. In [52], classifications of stocks were first performed. Once the classification is done, then the clusters of stocks based on investment criteria were formed. For this, K-means clustering technique was used. As a result of this model, investors can divide their investment in different sectors which eventually decreases the loss or risk.

4. Analysis of stock data using Optimization

Building a prediction model for stocks is very difficult but it is even more difficult to find the appropriate parameters of the model which can yield better, optimal, and desired results. Many researchers have used different techniques to optimize the model and in this section we are showing few among them.

The forecasting models built using ARIMA involve mathematical equations which are complicated and not easily understood by traders. The rules generated by neural networks are also not easily understandable. Hence, a simplified and effective hybrid model was proposed by [48] which consist of four procedures. First, technical indicators which are more relevant are selected. Second, the technical indicators are converted into linguistic datasets. Third, rough set theory algorithm is used to extract the linguistic rules. Fourth, genetic algorithms are used to optimize and find the optimal rules which are used to predict the stock data.

A hybrid Morphological Rank Linear (MRL) along with genetic algorithm was proposed by [53] to build a stock prediction model. Here, the most relevant time lags were identified using genetic algorithm which are also capable of fine tuning the characteristics of time series. Genetic algorithms are also used in this model to find the initial parameters of Morphological Rank Linear module. Finally least mean square algorithm was used to predict the stock data.

A multiple kernel learning algorithm was designed in two stages [54] to predict the stock data. The model adopted the gradient projection technique and sequential optimization method. The key benefit of this method is, it has the capability to combine the different hyper-parameter settings.

III. EXPERIMENT AND RESULT

We have proposed to use ANN along with four different learning functions to build a prediction model. Whichever learning function produces the highest accuracy will be used in the final prediction model. The four learning functions are mentioned in the table 1.

<table>
<thead>
<tr>
<th>Sl No.</th>
<th>Function</th>
<th>Formula</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>F1</td>
<td>( \frac{1}{1 + \exp^{-a\times}} )</td>
</tr>
<tr>
<td>2</td>
<td>F2</td>
<td>( \frac{1}{1 + \exp^{-mx} - 1} )</td>
</tr>
<tr>
<td>3</td>
<td>F3</td>
<td>( a \times \tanh(b \times x) )</td>
</tr>
<tr>
<td>4</td>
<td>F4</td>
<td>( \frac{1}{\sqrt{2\pi\sigma}} \times \exp \frac{-(x-m)^2}{2\sigma^2} )</td>
</tr>
</tbody>
</table>
Before we start the experiment, Nifty index data was normalized and the entire data was divided for training and testing purpose in the ration 60:40. The parameters of the neural network such as number of hidden layer was set to 2, maximum epoch was set to 30, number of previous observation taken for prediction was set to 5. Experiment was conducted for all four learning function for all possible different values of the variables of their respective formula of the learning function and the obtained results are shown in table 2 and 3.

<table>
<thead>
<tr>
<th>Sl. No</th>
<th>Alpha or Sigma value</th>
<th>Accuracy of F1 in %</th>
<th>Accuracy of F2 in %</th>
<th>Accuracy of F3 in %</th>
<th>Accuracy of F4 in %</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>0.1</td>
<td>75.77</td>
<td>83.17</td>
<td>68.03</td>
<td>59.24</td>
</tr>
<tr>
<td>2.</td>
<td>0.2</td>
<td>88.89</td>
<td>89.74</td>
<td>75.01</td>
<td>69.51</td>
</tr>
<tr>
<td>3.</td>
<td>0.3</td>
<td>93.78</td>
<td>90.09</td>
<td>79.54</td>
<td>78.04</td>
</tr>
<tr>
<td>4.</td>
<td>0.4</td>
<td>91.85</td>
<td>80.60</td>
<td>72.55</td>
<td>81.54</td>
</tr>
<tr>
<td>5.</td>
<td>0.5</td>
<td><strong>94.55</strong></td>
<td>80.60</td>
<td>78.04</td>
<td><strong>86.43</strong></td>
</tr>
<tr>
<td>6.</td>
<td>0.6</td>
<td>94.19</td>
<td>69.51</td>
<td>78.04</td>
<td>78.04</td>
</tr>
<tr>
<td>7.</td>
<td>0.7</td>
<td>94.29</td>
<td>44.89</td>
<td>83.87</td>
<td>83.87</td>
</tr>
<tr>
<td>8.</td>
<td>0.8</td>
<td>88.35</td>
<td>82.03</td>
<td>84.51</td>
<td>84.51</td>
</tr>
<tr>
<td>9.</td>
<td>0.9</td>
<td>94.06</td>
<td>82.55</td>
<td>86.43</td>
<td>86.43</td>
</tr>
<tr>
<td>10.</td>
<td>1.0</td>
<td>87.77</td>
<td>48.45</td>
<td>75.57</td>
<td>75.57</td>
</tr>
</tbody>
</table>

Table 2 Prediction accuracy for different learning functions F1, F2, and F4.

From table 2 and 3 it is clear that the our ANN model with different learning functions produced an accuracy of **94.55% for F1**, **90.24% for F2**, **90.01% for F3**, and **86.43% for F4**. Even though, the ANN and its parameters were same, different learning functions produced different results. Hence, it becomes very necessary to select the appropriate learning function to get better results. In our case the learning function F1 is best suited for stock prediction purposes as it is producing the highest accuracy among other learning functions.

Table 3 Prediction accuracy of the learning functions F3.

<table>
<thead>
<tr>
<th>Sl. No</th>
<th>Value of variable a</th>
<th>Value of variable b</th>
<th>Accuracy of F3 in %</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>0.1</td>
<td>0.1</td>
<td>45.31</td>
</tr>
<tr>
<td>2.</td>
<td>0.2</td>
<td>0.2</td>
<td>53.33</td>
</tr>
<tr>
<td>3.</td>
<td>0.3</td>
<td>0.3</td>
<td>67.68</td>
</tr>
<tr>
<td>4.</td>
<td>0.4</td>
<td>0.4</td>
<td>74.05</td>
</tr>
<tr>
<td>5.</td>
<td>0.5</td>
<td>0.5</td>
<td>80.07</td>
</tr>
<tr>
<td>6.</td>
<td>0.6</td>
<td>0.6</td>
<td>78.58</td>
</tr>
<tr>
<td>7.</td>
<td>0.7</td>
<td>0.7</td>
<td>79.54</td>
</tr>
<tr>
<td>8.</td>
<td>0.8</td>
<td>0.8</td>
<td>61.15</td>
</tr>
<tr>
<td>9.</td>
<td>0.9</td>
<td>0.9</td>
<td>52.27</td>
</tr>
<tr>
<td>10.</td>
<td>1.0</td>
<td>1.0</td>
<td>43.88</td>
</tr>
<tr>
<td>11.</td>
<td>0.1</td>
<td>1.0</td>
<td>52.09</td>
</tr>
<tr>
<td>12.</td>
<td>0.2</td>
<td>0.9</td>
<td>60.80</td>
</tr>
<tr>
<td>13.</td>
<td>0.3</td>
<td>0.8</td>
<td>68.63</td>
</tr>
<tr>
<td>14.</td>
<td>0.4</td>
<td>0.7</td>
<td>75.01</td>
</tr>
<tr>
<td>15.</td>
<td>0.5</td>
<td>0.6</td>
<td>80.52</td>
</tr>
<tr>
<td>16.</td>
<td>0.6</td>
<td>0.5</td>
<td>83.07</td>
</tr>
<tr>
<td>17.</td>
<td>0.7</td>
<td>0.4</td>
<td>85.34</td>
</tr>
<tr>
<td>18.</td>
<td>0.8</td>
<td>0.3</td>
<td>88.79</td>
</tr>
<tr>
<td>19.</td>
<td><strong>0.9</strong></td>
<td><strong>0.2</strong></td>
<td><strong>90.01</strong></td>
</tr>
<tr>
<td>20.</td>
<td>1.0</td>
<td>0.1</td>
<td>89.90</td>
</tr>
</tbody>
</table>

IV. RESEARCH GAP

Despite many researchers have proposed different techniques, still there are many drawbacks and limitations exist. In this section we are trying to mention few.

Neural networks used in building the prediction model contain huge number of neurons in their hidden layer which fail to deal with the high computations [7]. If the training and testing rates are kept very low, it will affect the overall performance of the model. And neural networks can also be trapped in local minima [8].

Failure to avoid misclassification and optimization of the parameters of the NN will result in low accuracy of the model [23].

The convolutional neural networks along with deep learning are not suitable for highly extensive applications such as stock prediction and hence when compared to other techniques, it is found that CNN produces low accuracy [55]. While designing a decision support system for stock prediction model, techniques and knowledge is required [19].

Artificial neural network spends a lot of time for training and testing, and it also fail to explain the obtained result [33]. Fuzzy time series are time consuming, complex in nature and the results are affected by the methods used for splitting [47].

Support Vector Machines are very effective in extracting the features. But SVM fails to specify the minimum number of features essential to get the best outcomes out of the prediction model [35].

V. CONCLUSION

The objective of this research article is twofold. One is to use the ANN for building the stock prediction model. From our experiment we found that the learning functions has produced an accuracy of **94.55% for F1**, **90.24% for F2**, **90.01% for F3**, and **86.43% for F4**.
Prediction and Clustering Techniques used in the Development of Stock Forecasting Model

From the results we conclude that the ANN with learning function F1 is best suited for prediction purposes when compared with F2, F3, and F4. The second objective of this research article is to deliver a detailed analysis on the methodologies used to develop stock market data prediction model by eminent researchers. The detailed analysis presented in this paper is divided into two categories. One, based on the prediction methodologies used for analysis. Two, based on the clustering methodologies used for analysis.

The prediction methodologies used for analysis is further explored into eight sub categories namely.
1. Analysis of stock data using Artificial Neural Network.
2. Analysis of stock data using Convolutional Neural Network.
5. Analysis of stock data using Neural Network.
6. Analysis of stock data using Recurrent Neural Network.

The clustering methodologies used for analysis is also further explored into four sub categories namely.
1. Analysis of stock data using Filtering.
2. Analysis of stock data using Fuzzy based clustering.

After presenting a detailed analysis available in the literature, we have also highlighted the research gaps existing in the methodologies we mentioned in this paper.
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