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Abstract: The paper proposes an algorithm for generating random numbers based on sensors of a gyroscope, magnetometer, accelerometer on mobile devices, and discusses the sensors of a gyroscope, magnetometer and accelerometer.

The random bit generator uses smartphone sensors as entropy source. It collects raw data from smartphone sensors and processes them by given algorithm.

The degree of randomness of random bits generated using the proposed algorithm was tested using statistical tests NIST SP 800-22, and a test result was given.

It is important to ensure the safe storage, transmission and use of data in these information systems. To solve these problems, cryptographic methods are used more often than other methods of data protection. Cryptographic algorithms are the basis of cryptographic data protection methods. Most cryptographic algorithms are publicly available and the key plays the role of a secret value when applied. The generations of these secret keys and sometime private keys are based on random number generations.
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I. INTRODUCTION

Currently, the use of electronic public services and other organizations in the Republic of Uzbekistan is becoming increasingly popular. Some of these services require an electronic digital signature. By increasing the number of smartphone users, smartphones are becoming increasingly popular in using these services. To use the services on mobile devices that require digital signatures, electronic digital signature software must be installed on these devices. Besides, these software programs must perform the generation, export, import, destruction, creation and verification of cryptographic keys, as well as support the O’zDSt 1105:2009 data encryption algorithm, the O’zDSt 1106:2009 hash function, the creation and verification algorithm digital signature O’zDSt 1092:2009. The generation of the symmetric key of the O’zDSt 1105:2009 algorithm and the private key of the O’zDSt 1092:2009 algorithm is solved by generating random numbers.

A complete set of operations necessary to create, maintain, protect, and control the use of cryptographic keys are called key management. Key management is carried out by the public key infrastructure [13].

A number of scientists around the world have conducted random number generation research. In particular, the National Institute of Standards and Technology (NIST) has developed a set of statistical tests for random and pseudo random number generators for cryptographic applications, which provide an opportunity to evaluate the sequence of random bits. It consists of 15 statistical tests, the purpose of which is testing random and pseudo random number generators and determining whether or not a generator is suitable for a particular cryptographic application: frequency (monobit) test, frequency test within a block, runs test, est for the longest run of ones in a block, binary matrix rank test, discrete fourier transform (spectral) test, non-overlapping template matching test, overlapping template matching test, maurer’s “universal statistical” test, linear complexity test, serial test, approximate entropy test, cumulative sums (cusum) test, cumulative sums (cusum) test, random excursions test, random excursions variant test. Random bit generators receive initial data from various sources of entropy. In [2], the design principles and requirements for the entropy sources used by Random Bit Generators, and the tests for the validation of entropy sources were specified. Entropy source data is processed by deterministic random number generators [3]. The design and architecture of random bit generators are described in [4].

An assessment of the entropy of thermometers, magnetometers, accelerometers, and other sensors of a smartphone, as well as the calculation of the minimum entropy, was presented in [5]. In this work, it is indicated that magnetometers, accelerometers, and vibration sensors showed good results when used as a source of entropy in a private experiment.

The work [6] shows the generation of random bits based on smartphone sensors. In this work, 32-bit values were collected from motion sensors and then hashed using the SHA1, SHA256, SH384, SHA512 algorithm. The hash value is the output of a random bit generator.

One of the basic requirements for random bit generators is the inability to predict the sequence of bits generated by this generator. A study was conducted to predict the outputs of random sequence generators [7]. A fast software method for estimating a sequence of random bits was widely described in [8]. Typically, on the Android platform, OpenSSL is used to generate random numbers. The work [9] showed the weakness of the OpenSSL library in generating random numbers on the Android platform.

It should be noted that the values obtained from the sensors of the smartphone cannot be used directly in cryptography.
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They should be processed based on certain algorithms, such as pseudo random number generators, hashing algorithms [12]. However, using only hashing algorithms is not efficient enough, since it is difficult to achieve high marks in static testing presented in [1]. In the aforementioned studies, an algorithm for processing values received from smartphone sensors and generating an effective sequence of random bits is not described in detail.

This work shows the processing of values obtained from a gyroscope, magnetometer, accelerometer, and the generation of effective random bits.

Given that most smartphones have gyroscope, magnetometer and accelerometer sensors, these sensors are considered here as sources of entropy for generating random bits.

It was discovered that when using the accelerometer to generate random bits, the entropy of a stationary accelerometer cannot be reduced in the presence of a variety of environmental variations or even under adversarial manipulations [10]. In mobile operating systems, each mobile application must have certain permissions so that it can use a specific source as a source of entropy (for example, camera [11], wireless network, and microphone) [14]. Granting multiple permissions to a mobile application only to generate random bits is an impractical way.

II. PROPOSED ALGORITHM

A three-axis accelerometer sensor returns the current acceleration along three-axis (x, y, z) in m/s², a three-axis gyroscope sensor returns the rate of device rotation along three-axis (x, y, z) in radian/s, and a magnetometer sensor returns the magnetic field for all three physical axes (x, y, z) in micro-Tesla (uT).

When changing the values of the sensors of the gyroscope, magnetometer, accelerometer, the new values are transmitted to the random bit generator.

**Definitions and Notations**

- \(aX, aY, aZ\) - is a set of real numbers, where the x, y, z values of the accelerometer sensor are stored, respectively.
- \(gX, gY, gZ\) - is a set of real numbers, where the x, y, z values of the gyroscope sensor are stored, respectively.
- \(mX, mY, mZ\) - is a set of real numbers, where the x, y, z values of the magnetometer sensor are stored, respectively.

**Random bits generation**

The random bits generation process consists of 4 stages, which were implemented as functions: Initialization, Generation, Transmission and Completion.

All numbers are in little-endian format.

**Initialization(seed)**

Step 1: initialization of arrays: \(seed, aX, aY, aZ, gX, gY, gZ, mX, mY, mZ\).

**Generation (randomBitsLen)**

Step 1: start the generator to read data from sensors.

When the sensor values change, the new values are read from the sensors and are checked as shown in Fig. 1.

![Fig. 1. Reading data from sensors of the gyroscope, magnetometer, accelerometer](image)
Function Transmission (X, Y, Z)

Step 1: If X≠0 and Y≠0 and Z≠0, then go to step 2, else go to step 6.

Step 2: B = Processing (X, Y, Z)

Step 3: If B = 0, then go to step 6, else 4 bytes of B are denoted as b_1, b_2, b_3, b_4.

Step 4: The values of b_1b_2b_3b_4 are assigned to TB array as shown below:

\[ TB[i] = \begin{cases} b_1, & \text{if } i = 1 \\ TB[i+1] = b_1, & \text{if } i = 2 \\ TB[i+2] = b_2, & \text{if } i = 3 \\ TB[i+3] = b_3, & \text{if } i = 4 \end{cases} 

Step 5: If randomBitsLen≥8, then call Completion ()

Step 6: Exit

Function Processing (X, Y, Z), returns a 32-bit sequence of random bits.

Step 1: The 32-bit value of X, Y, Z is denoted as a binary sequence x_1x_2…x_32; y_1y_2…y_32; z_1z_2…z_32 respectively.

Step 2: 24 bits are selected from each value. Because this range of bits changes more. As a result, the length of the new binary S sequence will be 24 * 3 = 72:

\[ S = x_1x_2…x_{32} \mid y_1y_2…y_{32} \mid z_1z_2…z_{32} \]

Step 3: \( Q = (R_2 >> 12) + ((R_2 & 0x0F00) >> 8) + (R_2 & 0x0F) \mod 32 \)

Step 4: \( Rch = R_1 & 0x0000FFFF \)

Step 5: \( Ru = R_1 >> 16 \)

Step 6: Assign right 32 bits of the number R to R1.

\( R_1 = R \times 0x00000000FFFFFFF \)

Step 7: If R1≠0, then go to step 8 else go to step 11.

Step 8: 64 bits of the S we assign to R in step 4, now the rest 8 bits of the S we assign to Qu and Qch:

\[ t = flag * 64 \mod 72, \]

\[ Qu = s_t || s_{t+1} || s_{t+2} \]

\[ Qch = s_{t+3} || s_{t+4} || s_{t+5} \]

Step 9: The left 16 bits of the number R1 are assigned to Ru, the second 16 bits to Rch.

\[ Ru = R_1 >> 16, \]

\[ Rch = R_1 & 0x0000FFFF \]

Step 10: Assign left 32 bits of the number R to R2.

\[ R_2 = R >> 32 \]

Step 11: \( R_2 = (R_2 >> 16) \land (R_2 & 0x0000FFFF) \)

Step 12: Add right 4 bytes of number R2 modulo 32, and assign the result to Q:

\[ Q = ((R_2 >> 12) + ((R_2 & 0x0F00) >> 8) + (R_2 & 0x0F) >> 4) + (R_2 & 0x0000F) \mod 32 \]

Step 13: Cyclic left shift bits of number R1 by Q places:

\[ R_1 = R_1 << Q \]

Step 14: The value of R1 is returned as a result.

Function Completion()

Step 1: Stopping the process of reading data from sensors.

Step 2: The TB array is divided into 32-byte blocks \( d_1, d_2, d_3…d_n \).

Step 3: \( d_i = seed \). Each \( d_i \) block, \( d_{i, j} \) and the block index \( j \) are concatenated using the \( \| \) operator, and hashed by the SHA256 algorithm [15] (SHA-3 algorithm [16]).

\[ d_i = sha256(d_i \| [d_{i, j}]) \], \( 1 \leq j \leq n \)

Step 4: All \( d_i \) blocks are concatenated and sequentially written to the TB array. The values of 32 elements of each \( d_i \) array are written to the TB array sequentially. If the entire value of the last \( d_i \) block does not fit into the TB array, then the first part of the \( d_i \) block is written to the TB array, the rest part is ignored.

Step 5: The TB array is returned as a result.

III. RESULTS AND DISCUSSIONS

Based on this algorithm, a mobile application was created and a series of tests were carried out on Samsung Galaxy S3 and Samsung Galaxy A6 smartphones. In the mobile application, one or several sources of entropy (gyroscope, magnetometer and accelerometer) are selected and the sequence length of the generated random bits is set (see Fig. 2). After clicking on the “Generate” button, the application starts reading data from the sources of entropy. This process continues until generating a sufficient number of random bits.

![Generating random bits](image_url)

Fig. 2. Mobile application interface
After completing the generation of random bits, the application displays the result as a binary string and as a graphic (see Fig. 3).

All 32 bits of the X, Y, Z value received from the sensors of the smartphone are not used. Only 24 bits are used, which changes more.

In addition, in the Processing function in step 5, another source of entropy (the current time) is used. This increases the degree of randomness of the generated random bits, and also complicates the prediction of the generator.

During the experiments, 50 sequences of random bits with a length of 12800 bits were generated. The generated random bits were tested using the statistical tests given in [1]. The P-value of all generated random bits is bigger than 0.01 (see Table I). In the experiment, the received raw data from the sensors of the smartphone were processed in 3 ways. In the first method, the hash algorithm was not used, that is, in the Completion function, step 3 did not execute. The second method used the SHA256 hash algorithm, that is, the SHA256 hash algorithm was used in the Completion function in step 3. The third method used the SHA-3 hashing algorithm, that is, in the Completion function in step 3, the SHA-3 hashing algorithm was used. In all three cases, the P-value \( \geq 0.01 \). The degree of randomness of the generated bits using hash algorithms was high.

### IV. CONCLUSION

The random bits generation algorithm is proposed in this study which uses smartphone sensors (gyroscope, magnetometer, and accelerometer) as entropy sources. In the experiments, results were obtained, indicating that the generated random bits using the proposed algorithm can be used in cryptography for generating strong keys.

The generated random bits were tested using the statistical tests given in [1]. The test result showed that the generated random bit sequences received the P-value \( \geq 0.01 \).

Also, the proposed algorithm can be used to develop custom random number generators in mobile applications when full control over generation is required.

This work serves to create integrated public key infrastructure software that supports the state standard algorithms “O’zDSt 1106:2009 - The hash function” and “O’zDSt 1092:2009 - The processes of generating and verifying electronic digital signatures”, as well as allowing the use of these algorithms in computers and mobile devices.
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