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Abstract: This paper sets out to use J48 classification algorithm to predict students’ academic performance towards the end of the semester in the Data Structure course under the Computer Science Program. This algorithm aimed to help faculty in forecasting who among the students would likely to fail and who would make it until the end of the semester. In this way, the faculty could make remedial measures to help those struggling students pass the subject and advance to the next level, thus, increasing students’ success rate and retention in a Higher Education Institutions (HEI). This research employed a descriptive correlational design using Exploratory Data Analysis (EDA) for Data Mining in testing and verifying data to generate new information. Data mining is part of the Knowledge Discovery in Databases (KDD) process where it follows six steps: data selection, data pre-processing, data transformation, data mining, interpretation, and knowledge discovery. Step 1 includes gathering and selecting data for the study and for this purpose, a total of 103 students’ records were collected from the instructors for a period of two semesters, S.Y. 2014-2015 & 2015 – 2016. Different evaluative criteria contained in the class records were utilized as attributes in predicting students’ academic performance. Steps 2 and 3 is pre-processing and transforming the data where it involves discarding those students who dropped/withdrawn from the semester, and converting the excel file into a comma separated values or .csv file, respectively. After these steps, step 4 or the application of J48 classification algorithm was utilized to discover classification rules. Step 5 refers to the tree visualization results where it identified the strongest predictor that most likely influence the students’ final average grade. Finally, step 7 shows the extracted information from the tree or the extracted rules that can be used by the administration, faculty and other stakeholders to improve the academic performance of the students. In particular, they might consider redesigning and restructuring teaching pedagogies to assist and focus more on struggling students.

Keywords: Academic Performance, Classification Algorithm, Educational Data Mining, J48 Decision Tree

I. INTRODUCTION

Educational Data Mining (EDM) is an emerging discipline, concerned with developing methods for exploring the unique types of data that come from educational settings, and using those methods to better understand students, and the settings which they learn in. Data mining is extraction of interesting (non-trivial, implicit, previously unknown and potentially useful) patterns or knowledge from huge amount of data [1]. The availability of these large amount of data prompted the researcher to transform raw data into useful information that could be used by educators to take informed decisions and appropriate actions using EDM.

Al-Barrak and Al-Razgan [2] conveyed that many universities have been using data mining techniques to analyze educational report stored in the educational institute such as enrolment data, students’ performance, teachers’ evaluations, gender differences, and many others. Classification, clustering and association rules are just some of the numerous techniques in data mining that can be applied to these data. Scholars [3], believed that once these data have been correctly analysed, this will help educational institutions assess, evaluate, plan, and decide their educational programs. This new knowledge is expected to reveal hidden patterns that will assist academic programs utilize resources more effectively.

Academic institutions in general, typically evaluate students based on examinations, activities, assignments, projects and quizzes carried out during the semester. Other programs have the so-called inner assessment which include quizzes, midterm, lab work, projects, etc. and outer assessment which is based on their final scores [4]. This setting is almost similar in the case of ESSU Salcedo particularly the Computer Science program. Assessment of students is based on major examinations (prelim, midterm, prefinal and final), laboratory exercises, quizzes, projects and assignments in a particular subject. A student may have a passing or a failing grade depending on his/her average grade in the enrolled subject. Thus as educators, it is important to have prior knowledge on those students who are likely to fail the subject so there could be remedial efforts taken by teachers and students as well.

In this paper, the researcher applied one of the data mining techniques named classification to predict students’ performance in one of the most difficult subjects like Data Structures in the Computer Science program. Classification is one of the supervised learning techniques that build a model to classify a data item into a predefined class label. The aim is to predict future output based on the available data. Data Structures was considered by the researcher as a subject under study because of its high rate of failure. Data were gathered via obtaining the class records from a faculty handling the subject during the second semesters of the school year 2014-2015 & 2015-2016 with 103 students enrolled in the course. Since most of the studies focused more on differentiating and evaluating different classification algorithms in the different areas of concern like health and education, other authors used socio-demographic profile of students to predict students’ performance [5].
and still others used data for female students, the contribution of this paper is to utilize J48 classification algorithm (based on the performance comparison done by several authors) in generating a predictive model to forecast students’ success or failure in the course using both male and female records in a higher education [6]. Moreover, the researcher found out that there exists only a handful of literature in this area in the Philippines.

Guided by the concepts and findings of various studies, this research aimed to use classification algorithm to build a model that will help predict students’ performance in the Data Structure subject and would eventually provide useful insights to educators in re-designing pedagogies for struggling students.

B. Objective of the Study
This research aimed to generate a predictive decision tree model that will forecast the highly influencing factors affecting students’ performance in the Data Structure course using J48 Classification Algorithm.

C. Research Framework

Figure 1. Knowledge Discovery from Data (KDD) Process
Figure 1 is the methodological framework adopted by the researcher to carry out the procedure in the study. [7] described the KDD process as it includes selecting the data needed for data mining processing. Pre-processing consists finding incorrect or missing data. It also includes noise or outliers, collecting necessary information to model or account for noise, accounting for time sequence information and known changes. The next step is the transformation wherein it is concerned on converting data into a common format for processing. In this case, the researcher after categorizing some data, it was encoded or transformed into more usable format like .csv file format. Data mining is the task performed to generate the desired result or outcome. Interpretation/evaluation involves presenting the results to the users. This stage is important because the usefulness of the result will depend on it. This is where various kinds of representation (e.g. classification, clustering, association rule, etc.) are used in this step.

C. Scope and Limitation of the Study
The algorithm used in this study is only capable of predicting categorical values. The accuracy of prediction is only evaluated as to how high is the percentage of the attributes/values classified. Moreover, the model is just suggestive which means other criteria or attributes must be included and carefully measured to achieve more accurate results.

II. METHODOLOGY

A. Research Design
This research utilized a descriptive correlational design using Exploratory Data Analysis (EDA) for Data Mining to test and verify data to generate new information and build the classification model.

B. Research Methods
a. Building the Model
Figure 2 is the model of the study depicting how data was prepared and represented.

Figure 2. Building the Model of the Study

a.1. Data Collection
Students’ records for the course Data Structure were collected from the faculty handling the said subject at the College of Information & Communication Technology of ESSU Salcedo Campus from School Year 2014-2015 to 2015-2016. A total of 188 records were collected. Records showed that each student had student number, student name, grades in their quizzes divided into four terms (quiz 1, quiz 2 to quiz 11), major examinations (prelim, midterm, prefinal and final exam), laboratory grade and requirement and the total average grade. Students should get at least 3.0 to pass the course. That means, 3.1 to 3.5 is considered “Conditional Grade” while 3.6 to 5.0 is “Failed”.

a.2. Data Preparation
Data pre-processing is necessary prior to applying any data mining technique. Three steps were adopted by the researcher to prepare the data:
1. Eliminate records of students who withdrew from the class because some relevant values might be missing.
2. Discretize the final grade attribute to seven categories: Outstanding, Excellent, Very Good, Good, Fair, Conditional, Failed
Data discretization means that one is going to use a predefined set of intervals and grouping future values according to that interval. After pre-processing the data, it was loaded to WEKA software to apply classification algorithm. Table 1 shows the sample of the dataset used in this study.
Table I. Description of the dataset used in this study

<table>
<thead>
<tr>
<th>Attributes</th>
<th>Description</th>
<th>Categorized Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Quiz 1, 2, …, 13</td>
<td>Grades for Quiz (1, 2, …, 12)</td>
<td>None</td>
</tr>
<tr>
<td>Laboratory Grade</td>
<td>Laboratory Grade</td>
<td>None</td>
</tr>
<tr>
<td>Prelim Exam</td>
<td>Prelim Grade</td>
<td>None</td>
</tr>
<tr>
<td>Midterm Exam</td>
<td>Midterm Grade</td>
<td>None</td>
</tr>
<tr>
<td>Prefinal Exam</td>
<td>Prefinal Exam</td>
<td>None</td>
</tr>
<tr>
<td>Final Exam</td>
<td>Final Exam</td>
<td>None</td>
</tr>
<tr>
<td>Requirement</td>
<td>Requirement Grade</td>
<td>None</td>
</tr>
<tr>
<td>Final Grade</td>
<td>Final Average Grade</td>
<td>1.0 Outstanding</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.1 - 1.5 Excellent</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.6 - 2.0 Very Good</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2.1 - 2.5 Good</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2.6 - 3.0 Fair</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3.1 - 3.5 Conditional</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3.6 - 5.0 Failed</td>
</tr>
</tbody>
</table>

a.3. Data Classification

The goal of this research is to predict students’ academic performance for the Data Structure subject. Classification is used here as it is the process of placing an object into a class or category. Decision tree is used to classify unknown samples. One of the objectives in classification is building decision trees which are flowchart-like tree structures, with internal nodes and leaf nodes. All internal nodes have two or more child nodes which denote a test on an attribute. Leaf nodes represent class labels or class distribution [8]. Decision tree generation consists of tree construction and tree pruning. All of the training examples in the beginning are at the root of the tree. Partitioning is done recursively based on the selected attributes. Tree pruning identifies and removes branches that reflect noise and outliers partitioning [9].

a.4. Decision Tree Induction

ID3 developed by J. R. Quinlan is the central algorithm in building decision trees. It employs a top-down, greedy search through the space of possible branches with no backtracking. A decision tree depicts rules for dividing data into groups. J48 (in WEKA tool) builds decision trees from a set of training data in the same way as ID3 using entropy and information gain. ID3 algorithm uses entropy to calculate the homogeneity of a sample. If the sample is completely homogeneous the entropy is zero and if the sample is equally divided it has entropy of one [10].

At each node of the tree, J48 chooses one attribute of the data that most effectively splits its set of samples into subsets enriched in one class or the other. Its criterion is the normalized information gain (difference in entropy) that results from choosing an attribute for splitting the data. The attribute with the highest normalized information gain is chosen to make the decision. The J48 algorithm then recurs on the smaller sublists [11].

The following are the conditions for stopping the partitioning [9]:
- All samples for a given node belong to the same class.
- There are no remaining attributes for further partitioning – majority voting is employed for classifying the leaf.
- There are no samples left (Apte & Weiss, 1997) (Fayyad, 1994 as cited by [9]).

a.5. Extracting Rules from the Tree

From the study of [9], below are some extraction rules from the decision trees:
1. Knowledge is represented in the form of IF-THEN rules.
2. A rule is created for each path from the root to a tree.
3. Each attribute-value pair along a path forms a conjunction.
4. The leaf nodes holds the class prediction.

5. Rules are easier for humans to understand (Kamber, et al., 1997)

III. RESULTS AND DISCUSSION

For this experiment, the researcher used all the attributes (which are in numerical forms): quiz 1 to quiz 13, final lab grade, grades in the major exams (prelim, midterm, prefinal, final) and the final average grade which were categorized as (outstanding, excellent, very good, good, fair, or conditional). The data were encoded into the MS Excel application with a CSV (comma separated values) file format. The dataset were splitted into training set (80%) and into test set (20%). Training set was used to generate the predictive model while test set was used to validate the accuracy of the model. It is remarkable from the tree that a student should perform better on major examinations to have an improved final average grade. Figure 3 shows the pseudo code of the developed model where different attributes like Prelim Exam, Quiz 13, Quiz 2 and Final Exam were depicted. This means that if a student obtained a grade of 1.85 and higher, likewise in quiz 13 and quiz 2 then a student would likely to receive a “very good” final average grade in the subject. However, if a student receives a grade lower than 1.85 in the Prefinal Exam and quiz 13 is lesser than 2.32, most probably the student would get just a “Fair” rating in the subject.
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Figure 3. Decision Rules Generated from the Tree

To measure the accuracy of the classification, Table II gives the predictive performance done by the WEKA’s evaluation tool. The set of measurement is derived from the training data. It shows statistics on the accurate prediction of the classifier to classify correct classes. It is evident that 92.68% was the accuracy of the prediction which means there were only about 7% incorrectly classified instances. The mean absolute error of the probability is 0.08 and the root mean square error is .20, meaning that is the square root of the quadratic loss. Total number of the training data set after split is 82. Errors are neither 1 or 0 because it did not classify all training samples correctly.

Table II. Detailed Summary of the Classifier Output

<table>
<thead>
<tr>
<th>Correctly Classified Instances</th>
<th>76</th>
<th>92.6829%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Incorrectly Classified Instances</td>
<td>6</td>
<td>7.3171%</td>
</tr>
<tr>
<td>Kappa statistic</td>
<td>0.8232</td>
<td></td>
</tr>
<tr>
<td>Mean absolute error</td>
<td>0.0856</td>
<td></td>
</tr>
<tr>
<td>Root mean squared error</td>
<td>0.2068</td>
<td></td>
</tr>
</tbody>
</table>
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Relative absolute error 28%
Root relative squared error 53%
Total Number of Instances 82

Confusion matrix, reflected in Table III is a more detailed class breakdown of the classifier output. It demonstrates the actual and predicted classes done by the algorithm and can be read diagonally (Goyal & Mehta, 2012).

Table III. Confusion Matrix

<table>
<thead>
<tr>
<th></th>
<th>a</th>
<th>b</th>
<th>c</th>
<th>Classification</th>
</tr>
</thead>
<tbody>
<tr>
<td>57</td>
<td>0</td>
<td>0</td>
<td>a = Good</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>17</td>
<td>0</td>
<td>b = Very Good</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>2</td>
<td>c = Fair</td>
<td></td>
</tr>
</tbody>
</table>

In this study, a is the number of correct predictions that an instance is classified as “Good”, b as “very good” and c as “fair”. True Positive (TP) for class a is 57, class b is 17, and class c is 2, while the False Positives (FP) for the classes a to c is 0, 3, and 3, respectively. The total number of true positive is 76, and the total number of False Positive is 6.

TP means that if the outcome of a prediction is n and the actual value is also n then it belongs to True Positive. FP, on the other hand, if the actual value is not n then it is False Positive.

Table IV. Detailed Accuracy by Class

<table>
<thead>
<tr>
<th>TPR</th>
<th>FPR</th>
<th>Precision</th>
<th>Recall</th>
<th>ROC Area</th>
<th>Class</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.00</td>
<td>0.240</td>
<td>0.905</td>
<td>1.000</td>
<td>0.919</td>
<td>Good</td>
</tr>
<tr>
<td>0.850</td>
<td>0.000</td>
<td>1.000</td>
<td>0.850</td>
<td>0.925</td>
<td>Very Good</td>
</tr>
<tr>
<td>0.400</td>
<td>0.000</td>
<td>1.000</td>
<td>0.400</td>
<td>0.461</td>
<td>Fair</td>
</tr>
<tr>
<td>0.927</td>
<td>0.167</td>
<td>0.934</td>
<td>0.927</td>
<td>0.904</td>
<td>Avg.</td>
</tr>
</tbody>
</table>

Reflected in Table IV are True Positive Rate (TPR), False Positive Rate (FPR), and Precision/Recall which are computed using the formula:

\[ \text{TPR} = \frac{\text{diagonal element}}{\text{sum of relevant row}} \]

\[ \text{FPR} = \frac{\text{non – diagonal element}}{\text{sum of relevant row}} \]

\[ \text{Precision} = \frac{\text{diagonal element}}{\text{sum of relevant column}} \]

Thus, solving for class good, very good, and fair (TPR), respectively, would result to the answers below which are similar to Table IV:

\[ \text{TPR} = \frac{57}{57+0} = 1 \]

\[ \text{TPR} = \frac{17}{17+3} = 0.85 \]

\[ \text{TPR} = \frac{2}{2+3} = 0.4 \]

False Positive Rate gave the following results which is also comparable to Table IV:

\[ \text{FPR} = \frac{(3+17) + (3+2)}{6} = 0.24 \]

\[ \text{FPR} = \frac{0}{57+5} = 0 \]

\[ \text{FPR} = \frac{0}{57+20} = 0 \]

True Positive Rate recorded 100% classified correctly as “Good”, 85% as “Very Good” and 40% as “Fair”. False Positive Rate indicates that a small number was incorrectly classified as either “Good”, “Very Good” or “Fair”.

Receiver Operating Characteristic (ROC) curve represents a performance graphing method between True Positive Rate and False Positive Rate. When ROC skewed more to 1 (as in the case of the experiment done in this research, ROC Area is 91%), which indicates that the algorithm nearly classified all attributes correctly.

Figure 4 is the predicted model of the classification algorithm. The model depicted the strongest predictor or the highly influencing variable affecting students’ academic performance in the Data Structure subject. It shows that students should perform best in major examinations to get at least a very good final average grade.

Two major examinations – Prefinal exam and Final exam were portrayed in the decision tree with the former as the strongest predicted attribute. When a student got less than or equal to 1.85 as the final average grade another attribute Quiz 13 (that is in the final term of the semester) will be evaluated. If the students got 1.71 or better and Quiz 2 (in the beginning of the semester) is also better than 2.91, most likely the students’ final average grade will be “Very good” otherwise “Good”. The decision tree, also showed that a particular student will get only a “good” or “fair” rating if he/she does not do well in the final exam, quiz 4 and quiz 13 otherwise he/she will obtain a “Very Good” rating.

Figure 4. Predicted Model of the Study

The oval shape represents the attributes of the students’ academic data in the Data Structure subject – that is Prefinal Exam, Final Exam, Quiz 13, Quiz 2, and Quiz 4, where Prefinal Exam is called the root node. The numbers under each leaf nodes are the students final rating in the course. The squares represent the classification as either Very Good, Good, or Fair. The tree shows that students should have a mastery of the lessons in the prefinal and midterm since exams in the prefinal and final terms are mostly taken from the previous lessons (prefinal and midterm), that is why the strongest predictor from this experiment is prefinal exam which further disclosed that a strong foundational concepts is vital in passing the subject.
IV. CONCLUSIONS

A data mining technique named classification was used in predicting students’ academic performance. Specifically, this study utilized J48 classification algorithm to efficiently produce a predictive model based on historical data of the students that classified attributes into each class/category. From the predicted model, a student should have a strong foundational concepts in the learning areas of the subject so he/she could perform best in major examination to get a passing grade in the course. Major examinations (Pre-final & Final) and quizzes in the beginning of the semester were seen as contributory factors in the academic performance of the students. Otherwise, a student will likely to fail or have poor average grade if 2 of the major examinations will have a rating lower than 3.0. The result achieved 92.68% accuracy rate of the prediction after applying the classification algorithm.

V. RECOMMENDATION

The result from the study could be utilized by the administration, faculty, and other stakeholders to improve and deliver the academic requisites efficiently and effectively. Further, faculty concerned on the subject should conduct remedial classes and other measures to help students attain higher scores in major examinations. The College of ICT, in particular, might redesign and restructure teaching pedagogies to assist and focus more on struggling students. Due to time constraints, the data collected by the researcher was only limited to two semesters which might be insufficient to produce more accurate results. It is therefore suggested, that data for a period of 6 semesters or more might be considered to yield better accuracy results. Since the model is just suggestive, it is also recommended to have other attributes to help forecast students’ success or failure in the course.
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