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Abstract: Student Performance Management is one of the key pillars of the higher education institutions since it directly impacts the student’s career prospects and college rankings. This paper follows the path of learning analytics and educational data mining by applying machine learning techniques in student data for identifying students who are at the more likely to fail in the university examinations and thus providing needed interventions for improved student performance. The Paper uses data mining approach with 10 fold cross validation to classify students based on predictors which are demographic and social characteristics of the students. This paper compares five popular machine learning algorithms Rep Tree, Jrip, Random Forest, Random Tree, Naive Bayes algorithms based on overall classifier accuracy as well as other class specific indicators i.e. precision, recall, f-measure. Results proved that Rep tree algorithm outperformed other machine learning algorithms in classifying students who are at more likely to fail in the examinations.
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I. INTRODUCTION:

Student progression is one of the key indicators of health of higher educational institutions and also one of the major problems plaguing the education sector is increase in percentage of students who are not able to complete the degree. This is a matter of grave concern for all the stakeholders involved in education sector, especially the educators who play a key role in mentoring the students to make them achieve their targets. The key challenge facing the teachers is identifying the students who are more likely to fail in the exam and provide personalized support for the students such that they can be given a better chance for passing the examinations. In this article we propose the use machine learning approach for identifying and classifying students who are the more likely to fail in the university examination.

We have deployed and compared well known supervised machine learning classifiers to identify the target class and in turn to find out the best classification algorithm based various metrics like precision, recall, score and f-measure. The study is unique in the following ways as the majority of the previous studies carried out have been comparing the accuracy of the overall classifiers to choose the best classifiers but this article also includes class specific metrics to give a correct indication of classifier accuracy.

Main intention of this study is to correctly predict the students who have high likelihood of failing in the university exam rather than predicting student who are not in likelihood of failing.

Since the arrival of learning analytics i.e. applying machine learning algorithms in education environment to improve student outcomes, there have been many prominent research works to predict student outcomes as follows.

(Delen, 2010) have compared individual classification algorithms with those of the ensemble learning algorithms for identifying students who are having more likelihood of attrition and found that balanced dataset provided better predictions than unbalanced data set. (Banumathi & Pethalakshmi, 2012) have used unsupervised machine learning algorithm namely UCAM (unique clustering with affinity measures) clustering algorithm and proved that it better than traditional clustering algorithms since the former avoids the problems of fixing initial cluster size and seeds . (Alam et al., 2018) proved that multi-layered neural network based approach performed better than other machine learning algorithms in terms of accuracy without variable reduction to classify the students in to high, medium and low categories. (Manrique, Nunes, Marino, Casanova, & Nurmikko-Fuller, 2019) have compared classification algorithms for predicting student dropouts in higher educational institutes using three different student representations and they have found that random forest and gradient boost ensemble algorithms performed better while Naive bayes performed least because of its strong interdependence assumption. (Puarungroj, Boonsirisumpun, Pongpattrakant, & Phromkhot, 2018) predicted student success in English exit exam using by using a c4.5 algorithm (j48) and found that English placement test result was a key predictor for student success in English exit exam success. (Supianto, Julisar Dwitama, & Hafis, 2018) compared the classification accuracy of various decision trees algorithms random tree, reeptree, and c4.5 decision tree in predicting whether student will graduate in time or not. There are other notable works which have compared the classifiers based on metrics other than overall classification accuracy such as (Márquez-Vera et al., 2016) proposed ICRM2 algorithm for predicting student dropout early and they proved that ICRM2 algorithm outperforms other classification algorithms in terms of True Negative rate and Geometric Mean of True Negative and True Positive rate. (Ratananingsih & Sitangga, 2016) have compared the three classification algorithms.
Naive Bayes, Bagging, and C4.5in determining non active students in higher education setup at Indonesia Open University based on cross-validation, confusion matrix, ROC curve, recall, precision, and F measure. This study follows the guidelines of the previous prominent previous research works fulfills the research gap by comparing the classification algorithms based on other metrics like precision, recall and f score as put forward by (Hossin & Sulaiman 2015).

III. RESEARCH METHODOLOGY

The study is based on data collected from second and third year studying bachelor of business administration degree in a private university in Chennai, India. Purposive sampling technique is used since the data is collected only from the second and third year students of the college as they are more exposed to the learning environment than the first year students. A total of 127 students responded the survey among 220 students. Data collected include student’s demographic, economic, academic details.

We have followed data mining approach with cross validation for this research following the footsteps of prominent research conducted by (Delen, 2010). We have used to k-fold cross validation method for assessing the model performance. We have arbitrarily set the value of k =10 based on the recommendations of (Kohavi, 2001). (Berrar, 2019) In 10 fold cross validation dataset is split in to disjoint subsamples and the algorithm is trained and validated as follows.

The Steps in 10 fold cross validation are as follows.

1. Divide the Data set into 10 disjoint subsamples
2. Each subsample can be termed as s1, s2, s3..., s10.
3. For n=1 to 10
   a. sn is used as a validation dataset for remaining 9 subsamples
   b. Remaining subsamples to be used for training the algorithm.
4. Compute the accuracy for all the ten runs and the mean value of results is used for prediction.

The study predicts the students who have the likelihood of failing in the university examination and thus needed intervention can be provided in teaching learning process. Dependent variable in the study is likelihood of student failing in the university examination and thus needed.

The study predicts the students who is the likelihood of failing in the university examination. We have used the demographic characteristics of students as independent or predictor variables to classify the students using various classification algorithms and choose the best algorithm of the given.

For the preliminary analysis the overall classifier accuracy of the various classification algorithms have been compared.

Table –II: Comparisons of Classification Algorithms Based on Overall Accuracy

<table>
<thead>
<tr>
<th>Sl. no</th>
<th>Classifier</th>
<th>Correctly classified instances</th>
<th>Overall accuracy (%)</th>
<th>Kappa statistic</th>
<th>Relative absolute error (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Rep tree</td>
<td>92</td>
<td>72.44</td>
<td>0.381</td>
<td>73.47</td>
</tr>
<tr>
<td>2</td>
<td>Jrip</td>
<td>76</td>
<td>59.84</td>
<td>0.13</td>
<td>90.99</td>
</tr>
<tr>
<td>3</td>
<td>Random forest</td>
<td>84</td>
<td>66.14</td>
<td>0.24</td>
<td>88.26</td>
</tr>
<tr>
<td>4</td>
<td>Random tree</td>
<td>73</td>
<td>57.48</td>
<td>0.08</td>
<td>89.78</td>
</tr>
<tr>
<td>5</td>
<td>Naive Bayes</td>
<td>79</td>
<td>62.20</td>
<td>0.15</td>
<td>79.51</td>
</tr>
</tbody>
</table>

Table-II compares the various classification algorithms based on overall accuracy, kappa statistic and relative absolute error. Metrics in the table give us the lead that the reduced error pruning tree algorithm performs much better than the other algorithms since the algorithm correctly classifies 92 out of 127 instances. As random forest correctly classifies Naive Bayes, as random forest correctly classifies 84 out of 127 instances and Naive Bayes correctly classifies 79 out of 127 instances. Kappa statistic value also suggests that rep tree and random forest algorithms perform much better compared to other classification algorithms. But these measures provide us only the tip of the iceberg indicators because of the following constraints. Priority of this study is to correctly identify the students who have failed in the university examinations rather than identifying the students who have passed the university examinations.

Table –I: List of Independent Variables.

<table>
<thead>
<tr>
<th>Sl.no</th>
<th>Independent variables</th>
<th>Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Gender</td>
<td>Binary-nominal</td>
</tr>
<tr>
<td>2</td>
<td>Higher secondary school board</td>
<td>Multinomial</td>
</tr>
<tr>
<td>3</td>
<td>Higher secondary percentage</td>
<td>Ordinal</td>
</tr>
<tr>
<td>4</td>
<td>Mode of travel to college</td>
<td>Multinomial</td>
</tr>
<tr>
<td>5</td>
<td>Mothers educational qualification</td>
<td>Multinomial</td>
</tr>
<tr>
<td>6</td>
<td>Fathers educational qualification</td>
<td>Multinomial</td>
</tr>
<tr>
<td>7</td>
<td>Higher secondary course</td>
<td>Multinomial</td>
</tr>
<tr>
<td>8</td>
<td>English language competency [reading]</td>
<td>Ordinal</td>
</tr>
</tbody>
</table>
Overall accuracy and kappa statistic compares the algorithms based on identifying both true positives and true negative classes. Our aim is correctly identifying the quadrant one in Table III i.e. true positive rate which gives the power of the algorithm in predicting the students who have arrears in university examination. In this scenario true indicator of power of algorithm is precision and recall and weighted harmonic mean of precision and recall which leads to \( F - measure \): 

\[
\text{Precision} = \frac{TP}{TP + FP}
\]

\[
\text{Recall} = \frac{TP}{(TP + FN)}
\]

### Table – III: Confusion Matrix

<table>
<thead>
<tr>
<th>Predicted Class</th>
<th>Actual Class</th>
<th>Failure</th>
<th>No Failures</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>I. True Positives</td>
<td>II. False Positives</td>
<td></td>
</tr>
<tr>
<td>Failure</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>III. False Negatives</td>
<td>IV. True Negatives</td>
<td></td>
</tr>
<tr>
<td>Failure</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The Table-IV compares the classification algorithms based on the precision, recall and f score values. Values in the tables give us the different interpretation of results compared to overall classification accuracy. Of all the classifiers only rep tree has a significant value of precision and f score. Random forest algorithm which had an overall accuracy of 66.14% has an f score of 0.482 which is less than 0.5. Naive Bayes algorithm’s over all accuracy is 62.20% but it has a f score of only 0.429. If we had selected the classifier based on overall classifier accuracy then the results would be highly misleading. All the other algorithms other than rep tree failed significantly in identifying true positive classes since the f score values are less than 0.5.

### V. FUTURE WORK AND RECOMMENDATIONS

The research carried out compared only few machine learning classification algorithms i.e. rep tree, Jrip, random forest, random tree, Naive Bayes algorithms. Further research can be carried out with more exhaustive list of algorithms to get more insights and judgements. Since our dataset is imbalanced ensemble machine learning algorithms can be used and compared with other traditional machine learning algorithms. All the algorithms in this research paper used classification cut-off value as 0.5, we propose to use Youden index in the future research to identify the optimal cut-off value.

### VI. CONCLUSION

Student pass percentage and percentage of students earning degree have always been among the top key performance indicators for measuring the performance of higher educational institutions. In this article we have explored the application of machine learning algorithms on student data to classify the student having arrear and not having arrear in university examinations. We compared five machine learning algorithms Rep Tree, Jrip, Random Forest, Random Tree and Naive Bayes based on overall classifier accuracy, precision, recall and f-measure. Results revealed that it is meaningful and highly important to compare algorithms not only based on overall classifier accuracy but also with class specific metrics. Results also showed that rep tree algorithm outperformed other algorithms in all the metrics.
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