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Abstract: Diabetes is a metabolic disease affecting people in almost every country and it may lead to severe problems like stroke, kidney failure or premature death if it is not predicted at the early stage. To mitigate this many researchers are working to predict the diabetes at early stage using several methods. Different accessible conventional techniques are carried out to diagnose diabetes depend on physical and substance tests. Several data mining methods were designed to overcome these uncertainties. Classification techniques like Decision Tree, K-Nearest Neighbors, and Support Vector Machines are used to classify the patients with diabetes mellitus. The performance of these applied techniques are determined using the factors precision, accuracy, Sensitivity, and Specificity. The results obtained proved that SVM outperforms decision tree and KNN with highest accuracy of 90.23%. Performance analysis of these classification methods helps us to decide which appropriate technique to choose in future for analysing the given dataset.
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1. INTRODUCTION

Diabetes is a prolonged disease that creates complications in the body when the pancreas does not produce adequate insulin in the body. Currently, there more than 420 million peoples who live with diabetes. According to World Bank data shows Marshall Islands has the highest ratio with 3:10 people who have diabetes, while Benin has the lowest ratio of 1:10 people have diabetes in age between 20-79 in 2017 report. International diabetes federation shows there are more than 72 million adults who have diabetes in India in 2017. The data show that in 1980 there around 108 million people with diabetes now it’s more than 400% with more than 420 million people. In the year 2012, 2.2 million deaths are caused by high blood glucose and 1.6 million deaths occurred in 2016 are caused by diabetes.

Diabetes is divided into three main categories type 1, type 2 and gestational diabetes causes serious health concerns if it is not taken care properly. Type 1 diabetes was known insulin-dependent, childhood-onset or juvenile is characterized by body produce less insulin. People with type 1 diabetes require administration daily for insulin regulation of glucose in their blood. The person who has type 1 diabetes they cannot survive if they don’t have access to insulin. Type 1 diabetes currently is not preventable because the causes is still unknown. Symptoms like weight loss, excessive urination fatigue, vision changes, and thirst can indicate the type 1 diabetes.

Type 2 diabetes also was known as non-insulin-dependent diabetes is due to improper food habits, over weight, not doing physical exercise. It is more common among diabetes patients.

Symptoms of type 2 diabetes may be similar to those on type 1 diabetes. Type 2 diabetes was common to adults but now some cases occur to the child who was diagnosed with type 2 diabetes.

Gestational diabetes is occurred temporarily on a pregnant women and disappears after giving birth. They are in the risk of some complication during pregnancy and delivering time. This can be prevented by proper exercise and weight before they become pregnant.

II. LITERATURE REVIEW

Previous work on diabetes prediction segmentation generally uses the enhancement provided by the contrast agent in the prediction. There are tonnes of ways by which prediction can be performed giving us different types of results. Most of them have used the PIMA dataset to diagnose the diabetic result either it is positive or negative. Data mining model is built to predict type 2 diabetes mellitus. It was adaptive and tested with more than one dataset. Pre-processing was done in WEKA applying various filters. The data is transformed for applying suitable data mining techniques. Numeric attribute was transformed to nominal attribute and the complication of the dataset was reduced. In Phase I, the improved K-means algorithm was used to form proper clustering group and this was used as input to the next level where logistic regression was used to classify the data. The performance of the model was verified with K–fold cross validation. [1]. Type 2 diabetes can be reduced by detecting it at earlier stage. SVM was used to diagnose the diabetes [2].

Diabetes is a most common disease in Saudi Arabia and data obtained from the world health organization web link were used to analyse the diabetes risk factors applying data mining techniques and it was consolidated into two age groups. Finally proper treatment plan was suggested as per their lifestyles. Control and proper planning of food intake, focussing to reduce the weight, proper physical exercise, avoid smoking were the various measures suggested for effective control of diabetes [3].

Hybrid system was used to discover the risk of diabetes at the early stage by applying machine learning techniques. Experimental analysis done on the on the dataset taken from UCI and obtained improved accuracy using PCA and NN [4]. Diabetic retinopathy causes damage to the retinal blood vessels and in order to diagnose this, dataset from UCI repository was used. Feedforward neural network is implemented by adjusting the weights of neural net which depends on the error rate obtained in previous epoch. Compared to the manual diagnosis the artificial neural network model was faster and accurate [5]. Various data mining techniques are used to diagnose the diabetes at the early stage of life were discussed [6].
Prevention of diabetes is a challenging task in society and prediction of this is increasing in healthcare. J48 was used to classify whether the patient has diabetes mellitus risk factors or not. Adaboost ensemble method was also applied and found comparatively it was better than J48 [7,21]. Diabetes leads to other risks like harm in blood vessel, loss of eye sight, heart failure, damages in nerve, kidney disease etc. PIMA data set was used for their analysis and J48 was used and obtained the highest accuracy of 99.87% but they insisted that the proposed algorithm has to be tested with larger data set because PIMA data set has only 768 data. [8] Dataset collected from private medical diabetes containing 540 patients details was used for the analysis and different methods like J48 algorithm, classification and regression tree (CART), Support vector machine (SVM) and K-Nearest Neighbor (KNN) algorithm were applied. Among those methods J48 produce the highest accuracy about 67.16%. They state that to improve the overall accuracy they need more data set [9].

Diabetes can be caused by obesity, being overweight and being inactive. The diabetes can cause heart disease, stroke, kidney failure, blindness and premature death. The author used PIMA data set for analysing and implemented ANN, Decision tree, Naïve bays, SVM, C4.5, ID3 and CART. Among all methods CART provide the highest accuracy of 83.2% [10]. This paper discusses the various types of diabetes and its symptom. Regular exercise and proper food control can control type-1 and type-II diabetes and reduces the risk factor if it is diagnosed at the earlier stage. Various data mining techniques and statistical methods are used to predict the diabetes and neural Fuzzy Networks are implemented so that its performance can be compared with other data mining techniques [11].

Data Mining plays a vital role in diagnosing the types of diabetes. Ensemble machine learning approach was built using K-Nearest Neighbor (KNN), Naïve Bayes (NBs), Random Forest (RF), J48 and reduced bagging. [12]. Survey was done on diabetes, its types and prognosis were also discussed [13]. Multilayer perceptron neural network is good for pattern classification and prediction [14, 19]. K-Nearest Neighbor (KNN) and Support Vector Machine (SVM) algorithms tested on the PIMA data set and research found that KNN produce the highest accuracy of 85.8% compared to SVM [15]. Different prediction methods of diabetes was presented and future direction was given for the severity of diabetes. It was suggested to undergo the test HbA1c and check cholesterol level every year. Doctor recommends the diabetes patient to undergo pathology tests such as an electrocardiogram (ECG) because Heart disease and blood vessel disease are the common problems to the diabetic people[16].

T. Monika and Rakhi Wagji [17] they state that diseases like blindness, blood pressure, heart disease, kidney disease and nerve damage are disease where the person with diabetes are in danger to get. In their work they use Pima dataset and they achieve accuracy of 65% by using Naïve Bayes method. They recommend their proposed algorithm to be tested on a larger dataset.

Diabetes can be caused by overweight, obesity, lack of physical activity, poor diet and leads to various disease like kidney failure, loss of eye sight, cardiac arrest etc. Dataset was obtained from US hospital for the analysis purpose Naïve Bayes and J48 methods were used and compared the accuracy of both the methods. J48 accuracy is 79.68% which is better than Naïve Bayes [18]. Pre-processing was done to the clinical dataset to remove the inconsistencies and the most relevant features were selected to predict the disease in more accurate manner. Pima Indian Diabetes Dataset from the UCI learning repository of 768 instances, eight attributes are considered for analysis. Hybrid classification model was built using ensemble technique [20]. Study performed on various data mining techniques used for predicting the diabetes at earlier stage and also determined the accuracy of the applied data mining techniques. J48 was improvised and the modified J48 provided the high accuracy in diagnosing the disease [22].

III. IMPLEMENTATION

A. Data mining

It is the process of extracting the hidden patterns in large data sets by following different steps like data cleaning and integration, data transformation, applying suitable data mining techniques, extract pattern and visualization. Combining the data from various separate sources, selections of the data to discover the knowledge is an essential task. After selection of the attributes, we need to clean the data before transformation to the suitable format. Then various data mining techniques are applied to extract pattern and finally pattern is evaluated to remove the redundant patterns. The last one is knowledge presentation where the knowledge is visualized and presented. Data cleaning is the process of making sure the data is clear as depicted in Fig:1 and make sure it is ready for the further process, filling missing data is one of the processes on a cleaning of data. Techniques like Binning methods, Regression and clustering are some of the methods used for removing noisy data.

Data transformation is the process of transforming data to the suitable form for mining process, in a transformation of data there are different methods for data transformation like normalization which work by scaling data in between -1.0 to 1.0 or 0.0 to 1.0, discretisation method which replaces raw data values of numeric by internal or conceptual.

Fig: 1 Pre-processing the Data
B. Dataset
PIDD (Pima Indian Diabetic Dataset) which collected from females of age from 21 and above are used in implementation of different methods. The various features of Pima dataset is given in Table:1.

<table>
<thead>
<tr>
<th>Table: 1 Features of PIMA dataset</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Pregnancies</strong></td>
</tr>
<tr>
<td><strong>Glucose</strong></td>
</tr>
<tr>
<td><strong>Blood pressure</strong></td>
</tr>
<tr>
<td><strong>Skin thickness</strong></td>
</tr>
<tr>
<td><strong>Insulin</strong></td>
</tr>
<tr>
<td><strong>BMI</strong></td>
</tr>
<tr>
<td><strong>Diabetic pedigree function</strong></td>
</tr>
<tr>
<td><strong>Age</strong></td>
</tr>
<tr>
<td><strong>Outcome/class</strong></td>
</tr>
</tbody>
</table>

C. Methodology
Decision tree is the one of the classification methods which is commonly used for classifying data. In a decision tree we need to have the class which will be used for the final output. According to other attributes the decision will be made according to the gain of each attribute, the higher gain will be the root and repeat the same process until reaches to the leaf node through internal node. Information gain is how much information the feature give about the class. After calculating the information gain we need to find the gain of each attribute by

\[
\text{Gain}(T, X) = \text{Entropy}(T) - \text{Entropy}(T, X)
\]

The attribute with higher gain will be the root node. Then it will split the dataset for training and testing, after splitting it will go directly to the prediction part for training and testing.

K-Nearest Neighbour is considered one of the lazy learning methods. KNN depends on neighbour to predict the unknown tuple. KNN identify k neighbours for unknown tuple; it uses distance measure like Euclidean distance to calculate the distance between data points.

\[
\text{dist}(X_1, X_2) = \sqrt{\Sigma (x_1i - x_2i)^2}
\]

First, reading data then data checking if there is any missing value’s or not, if null value found then it need to be filled. Next is data transformation by scaling which improve the accuracy. After transforming the data then method will predict the dataset and give out the results.

Support Vector Machine (SVM) is a supervised learning method where it categorize new example with an optimal hyperplane. Because of significant accuracy support vector machine is highly preferred with less computational power.

D. Evaluation
Confusion matrix is used to visualize the performance of the algorithms which cross tabulates the observed and predicted classes with associated statistics, evaluation metrics like sensitivity, specificity, precision and accuracy are used to evaluate the performance of the method. Factors like True Positive (TP), True Negative (TN), False Positive (FP) and False Negative are used.

<table>
<thead>
<tr>
<th>Actual class</th>
<th>Positive</th>
<th>Negative</th>
</tr>
</thead>
<tbody>
<tr>
<td>Positive</td>
<td>True Positive</td>
<td>False Positive</td>
</tr>
<tr>
<td>Negative</td>
<td>False Negative</td>
<td>True Negative</td>
</tr>
</tbody>
</table>
RESULTS

IV. RESULT

The Performance of the classification algorithms are tested based on various measures and it was found SVM has better accuracy compared to Decision tree and KNN. Data transformation improves the performance of the KNN while it does not have impact on Decision tree but in SVM tuning has improved the performance. Scaled data improves the performance time for KNN. Decision tree for training dataset produces 71.17% of accuracy. Confusion matrix table for training dataset

<table>
<thead>
<tr>
<th></th>
<th>0</th>
<th>1</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>339</td>
<td>61</td>
</tr>
<tr>
<td>1</td>
<td>116</td>
<td>98</td>
</tr>
</tbody>
</table>

and for testing it produce 75.32% of accuracy.

Confusion matrix table for testing dataset

<table>
<thead>
<tr>
<th></th>
<th>0</th>
<th>1</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>89</td>
<td>11</td>
</tr>
<tr>
<td>1</td>
<td>27</td>
<td>27</td>
</tr>
</tbody>
</table>

In KNN it the accuracy is different for transformed datasets and dataset without data transformation.

For the non-normalized dataset it produces accuracy of 72.72% when k=11 and it is the highest.

But after data transformation the accuracy is improved and the highest accuracy is when k=14 it produce 75.97% of accuracy compare to 72.72% without data transformation.

On SVM the accuracy improved after tuning where the accuracy before tuning is 82.42% and after tuning is 90.23% Data mining and machine learning algorithms in health sector extracts different hidden patterns from the medical data. They can be utilized for the examination of significant clinical parameters, expectation of different illnesses, guaging undertakings in medication, extraction of therapeutic information, treatment arranging backing and patient administration. There are lot of the methods available which can be deployed, in this project three choosen methods are deployed but the outcome is the SVM method outperform other methods by provide the highest accuracy better than other methods.

<table>
<thead>
<tr>
<th>Method</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>SVM</td>
<td>90.23%</td>
</tr>
<tr>
<td>KNN</td>
<td>75.97%</td>
</tr>
<tr>
<td>Decision Tree</td>
<td>75.32%</td>
</tr>
</tbody>
</table>

CONCLUSION AND FUTURE WORK

V. CONCLUSION AND FUTURE WORK

Classification is one of the important task which helps the researcher to predict the categorical valued functions. In order to diagnose the diabetes, various classification techniques like SVM, KNN and Decision tree algorithms are implemented to the chosen dataset. The performance metrics namely accuracy, specificity, sensitivity, precision are computed and the result shows that the SVM algorithm outperforms the other two. In future it is planned to improve the accuracy prediction by testing our classification techniques with huge data set and its performance can be improved.
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