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Abstract: Small and Medium-Scale Enterprises have been recognized by the government due to their significant role in the country's economy. The risk of capital investment is high in the enterprises and various factors need to be properly analyzed for the prediction of success of an enterprise. Machine learning techniques can be adopted to predict the success of startups that helps the entrepreneur to make a decision accordingly. In this paper, a details analysis has been carried out on the existing methodologies on startup success prediction to analyze the benefits and limitations. Fewer researches has been carried out in the startup success prediction and achieves the considerable prediction performance. Major limitation has been found among startup success prediction model that use irrelevant features. Some researchers have used social media datasets like Twitter data to increase the performance of the developed method. From existing methods, it has been observed that Random Forest classifiers have been out performed than Logistic Regression method.
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I. INTRODUCTION

Startup success prediction method is developed for small and medium-scale enterprises to increase their profits. The small and medium scale industry has the impact for both developed and developing countries economy [1]. Venture capital investment is a high risk due to presence of lot of uncertainty in startups business models. A simple version of the startup model is usually not sufficient to determine the success of the business [2, 3]. Government has recognized the small and medium-size enterprises due to their impact on economic growth, stability, employment and creation of a new job and developed social cohesion [4]. Recently, crowdfunding is considered as a financial mechanism that has gains the widespread popularity and startups uses the portals like AngelList [5]. Venture Lab Twente has been developed in 2010 to increases the economic growth of business in Northern European for both in private and public sectors. This is developed to help high tech spin offs that involves in finding their growth of high potential in the program involves in training content, coaching and access to many resources [6].

Companies are applying empirical investigations of methods to find new solutions to assess the value propositions and risks [7]. Small scale companies are facing many challenges due to the standard procedures like require updating 15 various product components in the changes, coordination and communication issues and confusing project overviews [8, 9]. Small technology startups are facing time pressure from market to manage tough competitions, rapidly evolving, uncertain context and operating in chaotic. Despite many successful businesses, a majority of small technology startups self-destructs within two years from their creation [10, 11]. Many research studies also focused on determining the relative performance of different methods and factors involved in startups success [12, 13]. These models that are developed to analyze the startup success factors are interest in knowledge for the entrepreneurs in the pre-startups. This paper provides the detailed analysis about the performance prediction of startups and analyze its limitations and advantages.

The paper is organized as follows: a detailed analysis on various startup prediction model is analyzed in the section 2, comparison analysis of several researches is given in section 3 and conclusion from analysis of existing method is provided in section 4.

II. LITERATURE WORKS ON STARTUP PREDICTION PERFORMANCE

The prediction model of startup success is an important tool for the business vendors to make decision according to factors. Startup performance prediction is difficult task due to an analysis of various relationships among data. Researches also incorporates the social media dataset to increase the performance of the prediction. Various models were applied in the different data to increase the prediction performance and analysis of important factors. The general block diagram of the startup performance prediction is shown in the Figure 1.

Tomy, et al. [10] analyzed the uncertainties in the surrounding opportunities with evaluation stage of entrepreneurial process. Internal and external data were used to analyze the uncertainty in the startup business performance prediction. The prediction model is implemented based on machine learning techniques and strategic analysis. The data is processed in such a way that the probability of success or failure is calculated in the pre-start-up phase. Naïve Bayes classifier is applied in this method for the prediction of success.
The developed method shows the significant of decision making and technology of entrepreneurship in the startup business success. This method includes uncertainty in the prediction process and achieves considerable performance. Uncertainty can be effectively analyzed by applying feature selection techniques like Particle Swarm Optimization.

Cacciolattia, et al., [14] developed a framework to analyze the strategic alliance and startups performance prediction. There are 3913 UK high-tech startups engaging in social innovation to analyze the performance of the developed method. The study concludes that the startups scalability is needed between the performance and social mission pursuit. The research found that unlike big companies, startups operates in the particular way and the different form of alliance that are not proper in the business development. Feature selection method can be applied to effectively analysis the factors in startups success.

Balboni, et al. [15] developed a business model to analyze the significant conceptual improvement of study and explanation of development process in technology and science field. The industry structure and marketing dynamics were analyzed in the model for the prediction process. Several factors have been used to analyze the startup performance prediction like entrepreneurial factors, contextual factors and strategic factors. The study states that new venture are need to adopt their business according to the environment and also need to solve the internal consistency components. Random forest classifier is applied in the factors to effectively analyze the relationship between the factors and a solution to the vendors.

Guzmán, et al. [16] analyzed the success and failure factors of the startups based on the Lussier model on 303 business data records. The data were collected in terms of a personal interview and machine learning techniques were used to analyze the factors. Logistic regression shows that there are three factors that are important in the startup performance. The three factors are professional advice, attract retain employees and partners with success. The experimental analysis shows that the developed method has the accuracy of 66 % in prediction. The Logistic regression has the lower performance in analyzing more number of factors.

Antrettet, et al. [17] used social media Twitter data to predict new venture survival. There are more than 187,000 tweets from 253 new venture Twitter accounts are analyzed based on context-specific machine learning method. The developed method achieved 76% of accuracy in prediction. This study analyzes the importance of building legitimacy online and machine learning method in the startup performance prediction. Random forest and gradient boosting were used to predict based on various data including the social media dataset. The Random forest is not effective in handling more data and selecting the relevant features. The deep learning of Long Short Term Memory (LSTM) can be used to increase the performance of the prediction.

Fig. 1. The general block diagram of startups success prediction

III. PERFORMANCE ANALYSIS

This paper analyzes the methods involved in startups performance prediction with various techniques. In recent years, various methodologies have been adopted in the business including globalization and marketing in Internet. Only few studies have been carried out in the startups performance prediction. The methods involved in the startup prediction performance are compared in Table 1.
## Table- I: Performance Analysis of the startups success prediction

<table>
<thead>
<tr>
<th>Author(s)</th>
<th>Proposed Methodology</th>
<th>Advantages</th>
<th>Observations / Limitations</th>
<th>Performance Evaluation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Anttretter, et al. [17]</td>
<td>New venture survival has been carried out in this method based on the twitter data.</td>
<td>Gradient boosting method increases the performance of the developed method.</td>
<td>Legitimacy data analysis has not used in this method.</td>
<td>This method achieved 76% of accuracy.</td>
</tr>
<tr>
<td></td>
<td>Large number of data has been collected and prediction model is applied.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Random forest and gradient boosting method was used in this method for the prediction of startups success.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Saura, et al. [18]</td>
<td>Latent Dirichlet Allocation (LDA) Support Vector Machine (SVM) Sentiment Analysis</td>
<td>Sentiment analysis increases the performance of the developed method.</td>
<td>Less number of tweets only analyzed in the method.</td>
<td>Weighted percentage for positive indicator = 2.18.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>LDA increases the topic identification and SVM analyzes the sentiment towards the company.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Xie, et al. [19]</td>
<td>Multilingual sentiment identification is developed based on the Word level sentiment analysis for startup performance prediction</td>
<td>An improved semantic rule algorithm considers the unique semantics in social media texts.</td>
<td>Multilingual learning is required to analyze the startup factors effectively.</td>
<td>For English Twitter data, Random Forest achieves 81% of accuracy.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>A rule based algorithms are effective in emotional analysis of domain knowledge.</td>
<td>Heterogeneous data are need to be analyzed properly.</td>
<td>For Korean data, Random forest is achieved 76% of accuracy.</td>
</tr>
<tr>
<td>Zhang, et al. [20]</td>
<td>Three algorithms were used for sentiment analysis, namely: Decision tree, Random forest and logistic regression. Neural Network is also used for the classification.</td>
<td>Heterogeneous datasets were used for the sentiment analysis. Random forest achieves the higher performance compared to other techniques.</td>
<td>The feature selection method is need to be improved to increase the performance of the sentiment analysis.</td>
<td>This method has achieved 89% of accuracy and also achieved 89% of f-measure.</td>
</tr>
<tr>
<td>Greenberg, et al. [21]</td>
<td>Adam optimization technique has been applied with various classifier technique.</td>
<td>Adam optimization increase the performance of the developed method.</td>
<td>Feature selection method is required for effective analysis.</td>
<td>Random forest accuracy = 67.53 %.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Random forest achieves the higher performance compared to other method in sentiment analysis.</td>
<td></td>
<td>Logistic regression = 65.09 %.</td>
</tr>
<tr>
<td>Dellermann, et al. [22]</td>
<td>Semi-supervised method is used in this research. Machine learning method has been applied to access, process and structured large amount of information, while individual solve the average systematic errors in the method.</td>
<td>Error value has been much reduced. Uncertainty in the data has been analyzed effectively.</td>
<td>Time consumption is high in this method.</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>This method is expensive, when number of data has been increased exponentially.</td>
<td></td>
</tr>
<tr>
<td>Sarchilev, et al. [23]</td>
<td>Web based startup success prediction has been used in this research.</td>
<td>Success prediction is made in this method based on the collected data.</td>
<td>Feature selection method is required to improve the performance.</td>
<td>This method achieved 62 % of precision.</td>
</tr>
<tr>
<td></td>
<td>Business and employment oriented social networking structures has been analyzed in this method.</td>
<td>Heterogeneous data were effectively analyzed by the Gradient Boosting, Logistic Regression and Neural Network.</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>The developed method achieves the higher performance compared to other existing methods.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Kofanov and Zozul’ov [24].</td>
<td>Bayesian Network with mathematical model has been used for the startups prediction success</td>
<td>Considerable performance has been achieved in this method.</td>
<td>Feature selections like Bag of Words, TF-IDF can be used to increase the performance of the developed method.</td>
<td>Accuracy of the method is low.</td>
</tr>
<tr>
<td>Gyimah, et al. [25]</td>
<td>Lassier Model was used in this method for success prediction of small business in Ghana.</td>
<td>Three variables such as capital, economic timing and Marketing skills were used in this method for the analysis.</td>
<td>Missing data is high in the dataset that affects the performance. Logical regression method was used in this method to increase the performance of the developed method.</td>
<td>This method achieved 86 % of prediction.</td>
</tr>
</tbody>
</table>
IV. CONCLUSION
Startup Performance Prediction is a highly useful tool for small and medium scale enterprises to increase their profit. In existing methods, various classification techniques were applied to increase prediction accuracy in startup performance prediction. Social media datasets were incorporated in the existing methods to increase the performance of the prediction. For sentiment analysis in startups prediction performance, topic identification is need to be carried out and Latent Dirichlet Allocation has higher performance in topic identification. Logistic Regression has considerable performance in the analysis of various data related to vendor. From the analysis, Random forest classifiers has achieved higher performance in the social and business datasets. However, Random forest is not efficient in handling number of data points and heterogeneous data. Therefore, efficient classifier with feature selection technique is needed for effective prediction of the performance of the startups.
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