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Abstract: Classification of any given vibration signal as healthy or faulty can be done by employing classification algorithms available to us. Identification of a fitting classification algorithm is a task that should be done at the time of identification of the problem statement itself, such that required changes can be done in it if the need be. Hilbert Huang Transform (HHT) empowered Adaptive Neuro-Fuzzy Inference System (ANFIS) was used to obtain the most significant features of the vibration signals of both healthy and faulty rotating machines in the time and frequency domain, namely RMS velocity, Kurtosis, and Crest Factor (RKC). They were then fed to classification algorithms to classify the machines as healthy or faulty. Five machine learning techniques such as Probabilistic Neural Network (PNN), decision tree (DT), k-nearest neighbour (KNN), and Radial Basis Network (RBN) are utilized as classification algorithms. Decision Tree algorithm was found to be the optimal classification technique; overfitting was found to be a notable issue. To improve prediction, the decision tree algorithm was parallelly ensembled into Random Forest using the Bootstrap Aggregation method.

Index Terms: PNN, DT, KNN, RBN, HHT, ANFIS, Random Forest, Bootstrap Aggregation.

I. INTRODUCTION

It is very commonly found in non-linear and non-stationary rotating machines, that the rotating part is highly prone to defects. The defect may be immanent, i.e. due to waviness, surface roughness, dents, pits, etc., or misalignment along with continuous and unforegoing wear and tear. The only change in the effective methodology of identifying fault in a machine is that, the preciseness of the human senses, namely the ears, the skin/ touch, the nervous system, and the brain, is now being emulated by sensors to pick up vibration signals, transforms and neural networks to segregate significant features and classification algorithms to detect the health of the machine [1].

In earlier studies, it was derived that in the specific case of non-linear and non-stationary rotating machines, the HHT leads to more precise results as compared to the rather popular transforms such as FFT, Morlet Wavelet Transform, STFT, Discrete wavelet, Pseudo – Wigner Willie Distribution, S – transform, Sine convolution, TDSP, etc. [2]. Features of the vibration signal, obtained from the rotating machine, which have a crucial significance were selected from the plethora extracted by the transforms mentioned above. RMS velocity, Kurtosis, and Crest factor were found to be most material features [3]. The output data from HHT was significantly cleaner with reference to noise in the aforementioned real-world consideration.

Again, in the cited particular case, it is required that the selected classification algorithm must be capable of identifying and eliminating outlier data. Thus, the most popular and effective algorithms have been compared for applicability to the detection of faulty non-linear and non-stationary rotating machines.

The compared classification algorithms are KNN, PNN, RBN, PSO-SVM, and Decision Trees, emulated in Machine Learning systems. An analytical comparison between the above led to the conclusion that for the cited case, only Decision Trees are fitted to span the entire data set and predict the health of the machine [4-13]. The decision tree algorithm suffers from the malice of overfitting of data due to prevailing variance [14]. This leads to reduction in the accuracy of prediction of defect. This problem is overcome by BAGGING (Bootstrap Aggregation) of the immediately formed decision trees and using Ensemble method to generate a Random Forest.

II. CLASSIFICATION ALGORITHMS

In laymen terms, an algorithm that classifies labelled data into requisite sub-classes based on predefined conditions is known as a Classifier. It is a mathematical model, that tests the available data on well-defined conditions and classifies it into a category. Classification algorithms are, thus, considered functions of “supervised machine learning” techniques.

This investigation was done for assessing the efficacy and applicability of the following classification algorithms to the cited specific case of non-linear and non-stationary rotating machines: k-NN, RBN, PNN, Decision Tree.

A. K-Nearest Neighbour (k-NN)

The simplest of all classification algorithms in statistics and machine learning, k-NN is a type of non-parametric, instance-based learning algorithm. This algorithm does not develop an ingenious model for itself, its basis is the distance between the instances of data. Variants of k-NN algorithm use Cartesian, Euclidean, Manhattan, Hamming distances for improving the result. This algorithm is robust to outlier or noisy data and thus is effective for large data sets. However, it is not cost/ time effective, as the calculation of the distance between data instances in every iteration needs utilization of larger resources [15]. MATLAB was used to emulate the algorithm.
neuron of the hidden layer and the final classification depends on the highest score. RBfNs are smart algorithms that can be trained rather quickly. In this investigation, the RBfNs were emulated using Matlab.

C. Probabilistic Neural Network

PNN is RBfN with a small tweak. Both have the Gaussian activation function in the hidden layers. Only the linear output layer of the RBfN is supplanted with a greedy layer in PNN which enables only one neuron to fire. All other neurons in the layer return zero. PNN algorithm is based on the concept of prior probabilities, which means, the size of classes in training data should resemble the population being modelled. Thus, the major drawback of using PNNs is the cost for the likely massive size of the hidden layer which must be identical to the size of the input vector [17]. The generalized expression for calculating the value of Parzen approximated PDF at a given point \( x \) in feature space is given as follows:

\[
fn(x) = \frac{1}{(2\pi)^{d/2}\sigma dC} \sum_{i=1}^{C} e^{-\|x-k_i\|^2/2\sigma^2}
\]

Where

- \( n \) = pattern number,
- \( C_A \) = total number of training patterns,
- \( k_n \) = \( n \)-th training pattern from category,
- \( \sigma \) = smoothing parameter,
- \( d \) = dimensionality of measurement space.

D. Decision Tree

The decision tree is a supervised machine learning technique based on regression theory thus also known as Regression Tree. Decision Trees are binary trees and follow the decisions in the tree from the root node down to a leaf node to predict a response. Classification Tree gives a response such as ‘True’ or ‘False’ whereas the Regression Tree gives the numeric response. After extracting features from the raw vibration signal, the selection of a most suitable feature for bearing fault classification is itself a challenging task [18]. The CART Decision Tree is recommended in this study. The CART is a binary tree that implements a greedy approach to divide the space, which is called recursive binary splitting. However, the recursive binary splitting procedure has to be told when to stop splitting as it generates the tree using the training data. It will determine how fitted to the training data the tree will be. Too fitted a tree will overfit the training data and is very likely to have poor performance on the test dataset. The stopping criterion is also important as it impacts the performance of the CART. Pruning techniques are used after learning by the tree to further boost the act. The number of splits in the tree is directly related to the complexity of the tree. Simpler trees are considered better as they are easy to comprehend and do not overfit the available data.

III. DATA ACQUISITION, FEATURE EXTRACTION, AND SELECTION

The vibration acoustic data set available in the IIT Kanpur data repository has been used for this investigation [19]. Significant features were extracted and the noise was
removed using the EMD based HHT technique, which is the most effective method for non-linear and non-stationary rotating machines [20],[21]. The result was the final input ready to be classified.

IV. RESULTS AND DISCUSSION

A set of 225 instances for data resulted in an equal number of statistical values for each of the 3 features, namely RMS, Kurtosis and Crest factor, which were used for both training and testing purposes of four classification algorithms - k-NN, RBfn, PNN, and DT. The results of these algorithms are represented in the form of a graphs of correctly classified and incorrectly classified test samples.
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Fig 3 : Accuracy of classification Algorithms

Fig 4 : Time performance of classification Algorithms

Fig 5 : Comparison of diagnosis results in noisy data by classification Algorithms

V. CONCLUSION

The experimental investigation carried out for this paper presents a comparative study of classification techniques of features of vibration signal data extracted with the help of EMD based HHT and a Neuro-Fuzzy assembly. Several rotating parts of an air compressor have been considered for the collection of data. The most significant three features of the vibration signal - RMS, Kurtosis, and Crest factor, were fed to the four most popular classification algorithms, k-NN, RBfn, PNN, and Decision Tree, as input. The aim was to identify the best applicable algorithm for non-linear and non-stationary rotating machines, where outlier data is comparatively higher. It was found that out of the four, the Decision Tree algorithm gave the highest accuracy in the least time and was more robust against outlier data for the considered data set, followed by the PNN algorithm. Besides, this investigation does not consider the effect of an exhaustive set of bearing conditions. This method must be assessed for various bearing conditions. The future work possible in this field is the application of this method on different machines, their vibrations signatures with different bearing positions. With the development of newer and more intricate machines, the applicability of this method will gain more importance by the day.
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