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Abstract: The primary issue faced by all types of visually challenged people around the globe is their self-independence. They feel dependent on every task they want to perform in their daily lives and this acts as an obstacle to the exciting things which they would otherwise want to do. This paper proposes a solution in the form of wearable smart spectacles which works on the Raspberry Pi Platform for making the visually challenged people self-sufficient and move freely in their known as well as unknown surroundings. This smart Spectacle uses a USB (Universal Serial Bus) camera and detects real-time objects in the vicinity using the SSD-MobileNets object detection algorithm and provides vision in the form of audio through the use of Headphones. The Smart Spectacles also combines the use of the OCR algorithm for Text Detection and proposes the module for quick and accurate detection of currency by the visually challenged.
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I. INTRODUCTION

The World inhabits a huge number of visually challenged humans[1]. According to the global vision impairment facts listed by “The International Agency for the Prevention of Blindness (IAPB)”, 36 million people are blind, 217 million people suffer from moderate or severe distance vision impairment and 1 billion people have near vision impairment[1]. It is estimated that the number of blind people will almost double until 2020[2]. Whether people are suffering from visual impairment or blindness, one thing which both the groups equally face is their inability to be completely independent. A visually impaired person might be able to see partially depending upon whether he/she has a mild or severe impairment whereas the situation is worse in case of a completely blind person for whom there is a total loss of vision.

From time to time various technological improvements have helped the visually challenged people perform some basic activities like reading the text. For instance, software like screen reader has helped in reading the text present on the screen as it converts from text to speech but again for the tools to convert text to speech, the text should be in a readable format and sometimes it might be possible that the human writing is not recognized when scanned to a computer and read by the software. The existence of Braille Systems which consists of the raised dots, helps people read the letters by moving their fingers over the dots and feeling the tactile version[2]. Traditionally, Service Dogs were trained to help their owners navigate through surroundings and avoid obstacles while crossing roads[3]. The electronic mobility aids developed for the visually impaired use the ultrasonic waves to detect the obstacles and alerts the user[3]. With intensive research and advancement in technology, we can make use of computer vision which uses artificial intelligence for gaining knowledge from images and imparting visual understanding to the computers[4]. Computer vision can be used to solve the problem of eliminating the nature of being dependent for visually challenged people.

This paper presents a way in which we use the most accurate algorithms, taking care of the trade-off between the speed and accuracy and then combine them under a common platform using raspberry pi so that we have a device that can perform multiple tasks under one roof. Taking into account, the things that truly make a visually challenged individual independent is observed by the fact that he/she should be able to move freely in his/her environment without and assistance i.e. he/she should be able to discover the obstacles in the path and avoid collision with them. Furthermore, there are many signboards on the road and other important things to be read in the vicinity like whether a pedestrian path is there or not or the signal is ‘go’ or ‘stop’ or maybe what a shop is selling. Moreover, looking at the other basic features which are very vital to humans is the recognition of currency. To be able to buy and sell goods, the exchange of currency is a must and on top of that, a more crucial factor is to be able to differentiate between real and fake currency.

This paper considers all the above mentioned basic requirements of humans and will include details on how the smart spectacles, which is wearable technology, put on the eyes similar to our normal spectacles, will include three primaries and essential task performed by the device 1) Real-time object detection using the SSD-MobileNet object detection algorithm. 2) Text detection using OCR (Optical Character Recognition) and 3) Currency detection using trained dataset. So the Visually challenged human can get all these benefits in one product itself. This paper also includes how we integrate the different hardware components used in the Smart spectacle including Raspberry pi, a USB camera...
Module, Headphone with a microphone and SD (Secure Digital) Card.

The next section i.e. Section II focuses on Related Work on the similar technologies which have already been implemented along with their limitations. Section III will describe the proposed framework for the smart spectacles and the implementation of the features it contains. Section IV discusses the results and finally, we conclude this research paper along with the possibilities of future work in Section V.

II. RELATED WORK

A large number of Head-mounted devices (HMD) have been invented for the assistance of the blind and they are very popular wearable devices because people gather information from the surroundings through the motion of the human head[2]. Some of them can allow the visually challenged to read and write, some allow them to detect the obstacles, while on the other hand, other good products allow the user to multitask.

Various products already exist in the market but are restricted to their wide acceptance either due to limited features or the high price which cannot be afforded by the small and middle class visually challenged people[5]. For instance, Audio Books give the functionality of reading only. It is too costly as most of them are offered at a subscription price of $25 per month and it is not available for all the books. Also, conversion into the audiobook is a tedious task and sometimes handwritten documents cannot be identified properly which is again its limitation[5, 6]. Talking about the screen reader, they facilitate reading Digital format only. Also, they are very costly devices and range from $150 to $1000[5, 6]. The Braille Readers are being used for a long time. They facilitate reading and writing but only tactile materials i.e. materials that can be felt are supported. These devices with limited features are too costly to buy as they range from $1000-$3000[5, 7]. Another interesting device was developed called OrCam MyReader which facilitates reading task only and OrCam MyEye which performs multiple features but this technology is overpriced as they cost around $2500 for OrCam MyReader and around $3500 for OrCam MyEye [8]. Esight allows visually impaired people to be able to multitask by re-display of live scenes[5, 9]. Esight is not widely accepted by the price which is around $15000 as well as the fact that it can only be used by people with low vision and not by the people who are completely blind[5, 9]. Some devices also include detecting objects using ultrasonic waves which get reflected on colliding with the obstacles, but with the advancement in learning, we can use deep neural networks to obtain more accurate and efficient results.

The proposed design of the smart spectacles in this paper facilitates multiple features all combined under a single platform including real-time obstacle avoidance by object detection, text detection in the vicinity and currency detection for all types of visually challenged people. The main advantage of such smart spectacles will be the satisfaction of the basic necessities of a human at a very affordable price of $100-$120.

III. PROPOSED FRAMEWORK

Overview

This paper describes the framework and the working of smart spectacles in mainly three parts. The first part focuses on the object detection algorithm, the second part describes how the text will be detected using OCR (Optical Character Recognition), and the third part focuses on the detection of currency.

The main component of the spectacle is Raspberry pi 3, which is a Linux based ARM processor that accepts a micro SD card and allows us to perform multiple functions[5]. For assembling the hardware, we have to put the USB camera in the middle of the spectacle and connect its USB cable to one of the USB slots of the raspberry pi 3 modules. Raspberry pi 3 will get power through the power bank which is connected with it using the power input port of raspberry pi. Our framework involves giving commands to the spectacles through the microphone attached to the headphone and receiving commands from the spectacles through the headphone. The headphone with a microphone is connected to the raspberry pi module with the sound card which has both audio input as well as audio output, attached using other USB port of the raspberry pi module. To use the Google API for Speech to Text conversion, we have to provide internet access which can be done with the hotspot from a mobile device. Fig.1 gives a visual view of how the proposed system will look after the connection of various hardware devices.

Fig. 1 Overall Look

In the proposed design of the smart spectacles, for the convenience of the user, we do not include any switches. To perform any function the user gives commands in the form of Speech and this will get converted to Text by Speech-to-Text Module. While receiving the output the sentence in the form of text gets converted into speech by Text-to-Speech module. Below is the description of Speech-to-Text and Text-to-Speech module.

1) Speech-to-Text Module

Fig. 2 depicts the complete flow in which the input commands which is in the form of speech gets converted into the text form and given as input to perform any task.
2) **Text-to-Speech Module**

Fig. 3 depicts the complete flow in which the output obtained by performing any function which is in the form of text is converted back into speech and received by the user. The Python library “pyttsx” works offline and is used to convert Text to Speech[10].

**Fig. 3 Text-to-Speech Module**

### A. Object Detection

There are many algorithms for detecting the objects in the surrounding environment. The traditional algorithm used feature extraction and template matching but we do not achieve high accuracy with such algorithms as they encode low-level characteristics of objects[4]. Using Deep learning object detection algorithm, we have Faster R-CNN’s, SSD (Single Shot Detectors), YOLO (You Only Look Once)[11], MobileNets[12] network architecture can be used inside the object detection pipeline but these heavy architectures are unsuitable for devices like Raspberry Pi[4]. Hence we combine MobileNet architecture and SSD framework to arrive at a very fast and efficient real-time object detection algorithm[4]. The SSD predicts different scale feature maps to gain high accuracy on predictions made by it and this also improves its capabilities of detecting different size objects[13]. Fig. 4 determines the architecture of SSD and YOLO. Also, the faster working of SSD as compared to the Faster R-CNN model was due to the subsampling of the image[13]. It has been seen that SSD works faster and had superior performance than YOLO[13].

The performance is better in SSD as it uses varying size convolutional networks in comparison to the two connected layers used by YOLO[13]. The model loss obtained during the training of the model is weighted sum of the localisation loss (box) and confidence loss (label) as described in the equation I below[13, 14].

\[
L(x,c,l,g) = \frac{1}{N}(L_{\text{conf}}(x,c) + \alpha L_{\text{loc}}(x,l,g)) \quad (1)
\]

Where, N is the number of matched default boxes, the localisation loss is a Smooth L1 loss between the ground truth (g) box and the prediction box (l)[13, 14]. For determining some close objects out of all the objects detected by SSD-MobileNets object detection, we can use the Triangle Similarity method, but, we require the knowledge about the width of every different object in which we’re interested and this is not possible while dynamically determining objects. Hence, in the module that we develop we can detect certain smaller or larger objects through utilizing visualize boxes and labels on the image array. In order to calculate the width of the detected object, we measure how many pixels-wide the object is. We can do this with subtraction of box indexes. Then we’ll round the obtained number and we get the approximate distance. If the distance is less than 5 meters then we are going to warn the visually impaired person through speech. Fig. 5 depicts the complete flow of how the smart spectacles detect the objects very quickly and accurately using SSD-MobileNets architecture and gives the output to the user.
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B. Text Detection

The second vital function performed by the smart spectacle is detecting the Text in the vicinity. Detection of texts is done by Optical Character Recognition (OCR), which is the technique used to convert printable text to editable text\textsuperscript{[15]}. OCR allows a machine to detect the text automatically\textsuperscript{[15]}. This method is highly dependent on several factors such as image size, complex backgrounds, style, orientation, etc. We have used software for OCR named Tesseract\textsuperscript{[15]}. It is open-source and platform-independent software written in C++ Language making it highly portable and platform-independent\textsuperscript{[15]}. Tesseract works in five folds which has been described in the following lines. The first step is the conversion of an image into binary images using the Adaptive Threshold method\textsuperscript{[16]}. The second step is connected component analysis\textsuperscript{[15]} for extracting character outlines. This method is very significant as it does the OCR of the image with a black background and white text. Tesseract Software is the first most software to provide this kind of processing. Furthermore, obtained outlines are converted into Blobs\textsuperscript{[15]}. The Blobs are organized into text lines and regions which are analyzed for some fixed area or equivalent text size. This text is divided into words using definite spaces and fuzzy spaces\textsuperscript{[15]}. In the next step, the process is made into a two-pass procedure. In the first pass, recognition of every word takes place and passed to an adaptive classifier as training data. In the subsequent pass, various issues during the extraction process are resolved. In the case of a complex color image, for obtaining the accuracy as compared with a grayscale image (without color), there should be pre-conversion of a color image into a grayscale image and then OCR Technique should be applied. Fig. 7 depicts the complete flow.
C. Currency Detection

This feature recognizes the currencies from the trained dataset using MobileNet. Using the above mentioned speech-to-text module, command from the user is converted into text which is then fed as input in this currency detection module. By analyzing the training dataset, more accuracy can be obtained and improved according to our expectations. In this feature, there would be an adequate number of images in the dataset which can be used for training purpose. Initially, multiple images are captured until the appropriate image is found for further processing. Hence it follows two subtasks: positioning and classification. This is followed by the feature extraction feature which describes location regression and object classification. This allows determining the match-proportion. Match-proportion gives the value which shows the statistical data matched interesting key points. These key points are selected by analyzing edges, corners, or blobs and are compared with the trained model. The output is obtained which has the highest value of match-proportion. Fig 8 shows the above-mentioned flow of the process.

Table 1 given below compares various devices available with the proposed design of the spectacle.

<table>
<thead>
<tr>
<th>Device</th>
<th>Function</th>
<th>Remarks</th>
<th>Price</th>
</tr>
</thead>
<tbody>
<tr>
<td>OrCam MyReader</td>
<td>Reading Text</td>
<td>Only feature of reading texts</td>
<td>$2500</td>
</tr>
<tr>
<td>OrCam MyEye</td>
<td>Using Artificial Intelligence it reads text, recognizes faces, and identifies products.</td>
<td>Very costly which is mostly unaffordable by all low and middle class visually</td>
<td>$3500</td>
</tr>
</tbody>
</table>

Table 1 Comparison of various devices and the proposed design of the Smart Spectacle
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| Smart Spectacles (Proposed Design) | Offers Multiple features including Real time obstacle avoidance by detecting object in the surrounding. Detects text in the vicinity and reads it through Headphone and Detects Currency for the visually challenged. | All the basic necessities of a human are satisfied by the help of this smart spectacle which can be made at a very affordable price. | $100-$120 |

We find that the smart spectacles are the best in comparison with all the available devices as it provides multiple features at a very affordable cost without compromising efficiency.

IV. RESULTS

We have tested the various modules described in this research paper. We found all the modules to be very efficient and quick in producing the results.

For testing the object detection module using SSD-MobileNets, we used a bottle. The object detection module listed in the paper accurately classified the bottle with 100% confidence. Fig.9 shows the result of the label and the confidence generated before it gets converted to audio output.

The currency module used in the smart spectacle also portrayed correct output. We used the Indian currency denominations of Rs. 20 and Rs 50 and received correct classification of the currency as shown in Fig.11.

We found that the smart spectacles are the best in comparison with all the available devices as it provides multiple features at a very affordable cost without compromising efficiency.

V. CONCLUSION AND FUTURE WORK

Through the writing of this paper, we have tried to help the visually challenged people by proposing a universal solution which satisfies all their basic needs of moving freely in the surrounding by detecting the obstacles in their vicinity, detecting what is written on the roads and shops along with being able to read different signboards and finally detecting currency so that no individual can cheat them while trading for goods. Although some of the features might be available in other products available in market, but all the described features are not available in a combined form on a single platform and also the available devices which facilitates multiple tasks are were very costly for the visually challenged people to purchase as they usually belong to low and middle-class families.

In the future, much more work can be done to improve the efficiency of the algorithms which helps in faster and more efficient detection of the objects in real-time. Also, we could work upon making the Text-to-Speech Module work completely offline and give the same accuracy as it gives online. More features can be added to this smart spectacle like the emergency tracking.
button which sends the location of the visually challenged person to his family person so, if he/she is having some problem then through GPS the location is tracked and send to the close family members or else, if he/she is in danger then the location can be sent directly to the police. Another, exciting feature that can be included in the sensors on the spectacles that vibrate and produce sound when there is a substantial change in the position of the spectacle so that, if by chance the spectacle falls or misplaced by the visually challenged they can locate it by hearing the sound.
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