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Abstract: A language known to humans is a natural language. In computer science it is the most challenging task to make the computers understand the natural languages and generating caption automatically from the given image. While a lot of work has been done, the total solution to this problem has being demonstrated daunting so far. Image captioning is a crucial job involving linguistic image understanding and the ability to generate interpretation of sentences with proper and accurate structure. It requires expertise in Image processing and natural language processing. The publishers suggest in this practice a system using the multilayer Convolutional Neural Network (CNN) to generate language describing the images and Long Short Term Memory (LSTM) to concisely frame relevant phrases using the driven keywords. We aim in this article to provide a brief overview of current methods and algorithms of image captioning using deep learning. We also address datasets and measurement criteria widely used for the same.
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I. INTRODUCTION

Today, images are ubiquitously present in every aspect of our lives – in magazines, social media, news, books, advertisements, etc. Humans can intuitively understand images without captions, but machines cannot. Image captioning has a wide range of applications. It is used in image indexing, in social media websites, etc.

Image captioning is distinctively separate from the task of image classification and is more complex. While image captioning only focuses on object identification, captioning also involves identifying the properties of the identified objects (like location), overall context of the image, and the relationship amongst the different objects. Further it also involves generating properly structured sentences which are both syntactically and semantically correct.

Traditional machine learning approaches usually fail to meet this challenge and therefore techniques like CNNs, RNNs, Deep Learning, Adversarial Learning, Reinforcement Learning, etc. are used instead. These algorithms can handle the complexities associated with this task well. There have been many different approaches employed for this task and in this paper, we attempt to review some of the unique ones. We also give a brief overview of the common algorithms employed, datasets used and accuracies of the different approaches.

II. METHODS USED FOR IMAGE CAPTIONING

The key categories of the current image description methods are reviewed and defined in this section. Initial part of this section includes traditional image captioning methods template-based image captioning, retrieval-based image captioning and the later part gives an overview of novel approach of image captioning

A. Template-based methods

Template based image captioning is a bottom up approach of image captioning. Bottom-up approach involves the process of perceiving the individual parts and organizing them as a whole. In this method various objects, attributes and actions are first detected and blank spaces are filled out in the templates. This approach takes advantage of fact that descriptive language includes several important lexical patterns. It uses predefined templates, which will be filled based on the results of the on-scene element detection. For instance, a simple template represented in paper [1] by Kulkarni et al. can be read as “This is a photograph of <count> <object(s)>.” or “Here we see <count> <object(s)>.”. We use templates for encoding visual relationships such as “The <nth> <adjective> <object1> is <prep> <nth> <adjective> <object2>.”. Using these templates, we may create sentences in this way “This is a photograph of one sky.”, “Here we see one person and one train.” or “The first black person is by the blue sky.”.

Farhadi et al. [5] uses the triplet of picture objects for filling the template. Paper [1] by Kulkarni et al. represents Conditional Random Field (CRF) approach. This approach is used in paper [6] by Li et al. which describes generation of sentences associated with objects identified, their characteristics and their relationships.

B. Retrieval-based methods

Retrieval-based image captioning is an older approach for image captioning. In this approach captions are generated from set of existing annotations. Retrieval-based methods first find images similar in appearance along with their captions in training data collection.

To be able to effectively caption an unseen image, the dataset must satisfy two conditions:
1) It must be large and diverse enough that a reasonably similar match to the query image can be found.
2) The captions of the training dataset must be relevant to the pictures so that transferring captions between similar images is feasible.
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Conventional data driven methods work only by using labels of semantically similar images. They are prone to issues like noisy estimations of the content of the images and differences between the actual content of the images and human written captions. Mason’s approach uses a nonparametric density estimation technique for generating captions to address these issues. [7] It works by estimating a word frequency representation of the content of the input image. Caption generation is then worked upon as an extractive summarization problem.

The three stages of the process employed are as follows:
1) Defining a feature space to look for visually similar images
2) Using density estimation to model the words which are being used to describe the relevant images.
3) Extractive Caption Generation

KL Divergence Method is used for this as it outperforms other methods like SumBasic sentence selection method.

This method can be improved by using compression methods which can remove visually irrelevant information.

In the last stage the relevant phrases are reranked so that the relevance of the top retrieved phrase can be increase. There is a lot of noise present in the retrieved phrases which has to be dealt with. Inaccurate image matches lead to inaccurate relevant phrases. However, if a lot of the relevant captions contain similar phrases like “black cat” the image probably contains a black cat. For reranking phrases, either PageRank based reranking using visual and/or text similarity is used or Phrase-level TFIDF based reranking.

Novel caption generation techniques are recent techniques for image annotation. In these methods captions are generated by combining image features and a language model instead of matching with the captions that already exist. Semantically more accurate captions can be generated by using this approach. These methods use deep learning techniques for caption generation. The next section talks about deep-learning based approach of image captioning.

III. DEEP LEARNING BASED IMAGE CAPTIONING TECHNIQUES

Recent work begins to focus on deep neural networks for automated image captioning due to great success in the field of deep learning. In this section we will discuss about following methods Encoder-Decoder, Attention Mechanism, Novel Object based mechanism and Semantic Concept-Based mechanism.

A. Encoder Decoder Mechanism

Figure 2 shows a general structure of the encoder-decoder based image captioning methods. In this method a neural network acts as an encoder which encodes an image into intermediate representation of feature vectors.
This vector is given to the language generator which generates appropriate caption word by word. Here RNN is used as a decoder for caption generation.

Ryan Kiros et al. proposed an early work in this field in their paper. [10] This method uses CNN as an encoder for extracting features from the image for caption generation. It also introduces various multimodal neural language models. No additional templates, structures or constraints are used in approach which represents its biggest advantage.

Yuan et al., Yan et al. and Li et al. use encoder-decoder model for caption generation. [11, 13, 14]. They make use of LSTM as language translator. Aneja et al. use CNN for language translation.[12] Further details are mentioned in table 1 given in the next section.

B. Attention Mechanism

The concept of image captioning with attention mechanism was introduced by Kelvin Xu et al. [2] in 2015. Their work is inspired by the application of attention in image identification and sequence problems. In this context, attention as a technique refers to the ability to differ in weight regions of the image. In general, these techniques provide the allocation of available processing materials to the parts which provide more knowledge of the input signal. Instead of summarizing the image as a whole, the network can make the relevant and important parts of the image more weightful. Kelvin Xu et al. [2] represents a method in which the image is broken into a grid after the extracting the features from the image and generate a vector of features for each element.

As listed in their paper [3] by Luong et al. and presented in their paper [2] by Xu et al. there are two different ways of providing attention: i) Soft attention and ii) Hard attention.

Soft attention is given by multiplying attention map over the image feature map and summing up it. Every region’s feature vector receives weight in the soft attention variant at every step of decoding with RNN. This provides relative weights to each region of image. Multilayer perceptron followed by SoftMax function is used to calculate the weights.

Hence this method is deterministic, and learning can be done by a standard backpropagation.

In Hard attention every step of generating the output word, only one region is sampled from the feature vectors. The focusing is done by random sampling hence it is not deterministic. Because of stochasticity of sampling, this avoids backpropagation of the network training.
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**Figure 3: Soft Attention and Hard Attention [2]**

For the given image as shown in the Figure 1 the top row indicates on which part of the image model is focusing on using soft attention method. The bottom row shows the same indication with hard attention.

C. Caption Generation for novel objects

In the paper [15] Lisa Anne Hendricks et al. illustrate a method that can identify and annotate new objects and their interactions with other objects. Their approach does this by utilizing broad object reorganization data sets, external text corpora and by maintaining flow of information between semantically related concepts. They evaluate their model on MSCOCO dataset. Their approach can also be extended to video caption generation. They represent concept of Deep Compositional Captioner (DCC) for caption generation for new objects.

Yao et al. also mentions novel object-based image captioning method. In this paper [16], they introduce a new design called LSTM with Copying Mechanism that combines copying into the Convolutional Neural Networks. In the next step this mechanism is integrated with a decoder RNN with copying mechanism in order to generate captions for novel objects.

D. Image captioning using semantic attention

This section will describe about the image captioning using semantic attention. Semantic attention is basically capable of dealing with a semantically important element in an image and of weighing the relative strength of attention given to multiple constructs. [18] Song et al. proposes [17] a hierarchical LSTM with adaptive adaption for both image captioning - hLSTMmat. It uses spatial temporal attention for selecting specific regions of the image to predict the relevant words and adaptive attention to decide if it should focus on the visual information or the language context information. hLSTMmat. can also simultaneously focus on both low-level visual information and high-level language context information for captioning.

Conventional methods based on decoder models applied the attention mechanism for every word including visual words and words like stopwords (“the”, “a”). But the other words can simply be predicted using language models and do not need to be a part of the visual attention model. When they are included, they reduce the performance of the overall system. Also, hierarchical LSTMs enable more complex representations of the image data and can capture information at varying scales.

There are three major components in this system: 1. CNN Encoder 2. Attention Based Hierarchical LSTM Decoder

- A pretrained ResNet-101 is used to extract global features, and a Fast R-CNN is used to generate the bounding boxes.
- This consists of two LSTM blocks; one prepares the hidden states and visual attention which is used to generate an initial version of the captions and the second LSTM is used for proofreading.

3. Losses Training

Training is split into two different stages. First, the parameters of the model are pretrained by minimizing the value of MLE loss. Then reinforcement learning is used for fine-tuning. Here the model is treated as the agent and the words, global visual features and region visual features are treated as the external environment. Rewards are given after the complete caption generation. The reward function is prepared by combining a contrastive loss function with CIDEr and used to optimize the parameters of the model.

**Image Captioning Using Semantic Attention**

- Conventional methods based on decoder models applied the attention mechanism for every word including visual words and words like stopwords (“the”, “a”). But the other words can simply be predicted using language models and do not need to be a part of the visual attention model. When they are included, they reduce the performance of the overall system. Also, hierarchical LSTMs enable more complex representations of the image data and can capture information at varying scales.

There are three major components in this system: 1. CNN Encoder 2. Attention Based Hierarchical LSTM Decoder

- A pretrained ResNet-101 is used to extract global features, and a Fast R-CNN is used to generate the bounding boxes.
- This consists of two LSTM blocks; one prepares the hidden states and visual attention which is used to generate an initial version of the captions and the second LSTM is used for proofreading.

3. Losses Training

Training is split into two different stages. First, the parameters of the model are pretrained by minimizing the value of MLE loss. Then reinforcement learning is used for fine-tuning. Here the model is treated as the agent and the words, global visual features and region visual features are treated as the external environment. Rewards are given after the complete caption generation. The reward function is prepared by combining a contrastive loss function with CIDEr and used to optimize the parameters of the model.
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IV. EVALUATION METRICS

In these papers, for evaluating the quality of the captions, many evaluation metrics like BLUE, METEOR have been used. Here we represent a table describing comparison of performance of some approaches mentioned above.

Conventionally, these metrics are used for evaluating the quality of machine translations of text to human translations. An output score of ‘1’ means the caption perfectly matches and ‘0’ means it is completely unrelated to the actual human translation. For image captioning purposes, the image caption is treated as the ‘translated text’.

BLUE (Bilingual Evaluation Understudy) works by comparing n-grams of the generated caption with n-grams of the reference caption and counting the number of matches.[4]

It calculates the scores of the individual components than averages the score over the entire corpus.

METEOR (Metric for Evaluation of Translation with Explicit Ordering) is designed to address some of the drawbacks of BLEU. It achieves a higher correlation than BLEU. It computes the score based on the combination of unigram precision, unigram recall and a measure of how well ordered the matched words are in the generated caption compared to the actual caption. [19]

F1 Scores are used to measure a model’s ability to integrate new vocabulary. It is calculated as the harmonic mean of recall and precision.

CIDEr is a new automatic evaluation metric to measure image descriptions with consensus.

Table- 1

<table>
<thead>
<tr>
<th>PAPER</th>
<th>B-1</th>
<th>B-2</th>
<th>B-3</th>
<th>B-4</th>
<th>METEOR</th>
<th>CIDEr</th>
<th>F1</th>
<th>DATASET</th>
</tr>
</thead>
<tbody>
<tr>
<td>[2]</td>
<td>67.0</td>
<td>45.7</td>
<td>31.4</td>
<td>21.3</td>
<td>20.3</td>
<td>-</td>
<td>-</td>
<td>FLICKR8K</td>
</tr>
<tr>
<td></td>
<td>66.9</td>
<td>43.9</td>
<td>29.6</td>
<td>19.9</td>
<td>18.4</td>
<td></td>
<td></td>
<td>FLICKR30K</td>
</tr>
<tr>
<td></td>
<td>71.8</td>
<td>50.4</td>
<td>35.7</td>
<td>25.0</td>
<td>23.0</td>
<td></td>
<td></td>
<td>MSCOCO</td>
</tr>
<tr>
<td>[11]</td>
<td>71.6</td>
<td>52.2</td>
<td>39.0</td>
<td>28.9</td>
<td>23.8</td>
<td>-</td>
<td>-</td>
<td>MSCOCO</td>
</tr>
<tr>
<td>[12]</td>
<td>71.0</td>
<td>53.5</td>
<td>38.9</td>
<td>28.1</td>
<td>24.4</td>
<td>89.9</td>
<td>-</td>
<td>MSCOCO</td>
</tr>
<tr>
<td>[13]</td>
<td>71.6</td>
<td>51.8</td>
<td>37.1</td>
<td>26.5</td>
<td>24.3</td>
<td>-</td>
<td>-</td>
<td>MSCOCO</td>
</tr>
<tr>
<td>[14]</td>
<td>72.0</td>
<td>55.1</td>
<td>41.5</td>
<td>31.4</td>
<td>24.7</td>
<td>95.6</td>
<td>-</td>
<td>MSCOCO</td>
</tr>
<tr>
<td>[15]</td>
<td>64.0</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>21.00</td>
<td>-</td>
<td>39.78</td>
<td>MSCOCO</td>
</tr>
<tr>
<td>[16]</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>23</td>
<td>-</td>
<td>55.66</td>
<td>MSCOCO</td>
</tr>
<tr>
<td>[17]</td>
<td>73.8</td>
<td>55.1</td>
<td>40.3</td>
<td>29.4</td>
<td>23.0</td>
<td>66.6</td>
<td>-</td>
<td>MSCOCO</td>
</tr>
<tr>
<td>[18]</td>
<td>91.0</td>
<td>79.0</td>
<td>65.0</td>
<td>53.0</td>
<td>34.0</td>
<td>168.0</td>
<td>-</td>
<td>MSCOCO</td>
</tr>
</tbody>
</table>

V. RESULT AND DISCUSSION

Techniques based on templates can produce captions that are grammatically correct, but templates are pre-set and cannot produce captions of variable size.

As stated by Jiang et al. in paper [20] that in encoder decoder method, the vector containing objects and their semantic information is less likely to catch all the configurational information needed for the caption generation.

The drawback of attention mechanism is they can lose some knowledge that is useful for producing detailed subtitles. When weighted pooling is calculated only on attentive feature map, these methods slowly lose spatial details. They make use of information only received from the last layer of CNN i.e., the attention method uses characteristics from the lower convolutional layer rather than the fully connected layer in order to preserve details.

Retrieval based approaches produce syntactically correct captions, however since the image descriptions are constrained to sentences that already exist in the training dataset, they cannot adapt well to a mix of identified objects or novel scenes compared to other approaches.

While novel object image captioning produces state of the art results, a few common errors like not mentioning new objects, producing grammatically incorrect sentences, object hallucination, and irrelevant errors persist.

Image captioning is a challenging problem and different from conventional image recognition tasks in the sense that the generated caption has to not only identify the entities in the image but also recognize the relationships among them. Consequently, many models face the issue of high variance. One solution to this problem is to develop a model using an ensemble-based approach which produces the final caption by using the knowledge base of possible captions generated by different models. While the proposed approach is computationally intensive, with modern powerful and dedicated hardware for neural networks, it is still feasible.
VI. CONCLUSION

In this paper, we have reviewed various image captioning methods. We have briefly explained some techniques and discussed their advantages and disadvantages and their future potentials. We have also discussed the different metrics and datasets used in image captioning. We have also prepared a brief summary of the results. While image captioning methods have made considerable progress in the last few years, no model is yet to close to perfection and the subject is still open to different implementations. With the development of newer algorithms, newer deep learning architectures and with the increase in computational power, image captioning still has an exciting future as a research area.
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