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Abstract: The primary objective of the project is to analyze speech signals by determining the important parameters that affect the voice of an individual which leads to various voice disorders. The analysis is carried out based on the individual’s age and gender with the help of the pattern recognized from each sample and the value of each parameter is compared with the nominal values of the healthy person with respect to their age and gender using the Praat software. The secondary objective is the classification of the voice signal into normal and abnormal voice samples using the machine learning software Konstanz Information Miner (KNIME).
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I. INTRODUCTION

Voice disorders are medical conditions associated with irregular pitch, nature of the sound given by the larynx and thereby changing speech or sound production thus leads to difficulty in communicating with others. The voice disorders depend on various factors like age, gender, cultural background or the geographic location of an individual. Most of the voice disorders are curable at an early stage with proper diagnosis and treatment therefore it is extremely essential for pathologists and speech therapists to have more knowledge in recognizing the speech patterns between a normal and abnormal patients. Elisabeth S. Hasseltine et al. [1] have stated that voice disorders that disturb children and adults have various reasons as for various age gatherings. Factors related with voice issue varies from medical to stress. This research was focused to consider the various pathological reasons prompting to abnormal voice changes. Mansi Kumbhakarn et al. [2] have stated that features like formant frequencies, pitch, intensity and so on are benefited for recognition of emotion. All these features are valued together to eventually categorize four emotions especially sad, angry, neutral and happy.

Betul Erdogdu Sakar et al. [3] have stated that an advanced concern in speech pattern inquiry utilization of Parkinsonism for developing predictive telediagnosis and telemonitoring designs. For that reason, they have gathered a large collection of voice samples, comprising vowels, words and sentences gathered from a collection of speaking activity for Parkinson’s patients. Carlos Busso et al. [4] have analyzed the advantages and the disadvantages of schemes based on facial aspects or data related to sound. It also deliberates two concepts benefited to combine these two methods: decision level and feature level integration. Utilizing a database recorded from an actress, four emotions were divided: happiness, sadness, neutral state, and anger. By the benefit of indicators on her face, accurate facial gestures were taken with gesture capture, in combination with concurrent speech recordings. The conclusions admit that the scheme based on facial aspect gave improved performance than the scheme based on data related to sound for the feelings considered.

Minu George Thoppil et al. [5] have determined the harshness of dysarthria by analyzing speech using Praat and MATLAB toolkit. Tan Tze Ern Shannon et al. [6] have analyzed quantitatively to determine harshness of depression using features of speech. Haritha C. K. et al. [7] have analyzed the parameters of voice using Praat software in 20-25 years adults and established norms. Magdalena Majdak et al. [8] have made a study to regulate the acoustic features of the influence of a voice training intervention using Praat and MATLAB. Bahman Gorjian et al. [9] have made a study to analyze the performance of Praat in facilitating students to gain prosodic features of English. Lamia Bouafif et al. [10] have established an interface using MATLAB toolbox which is used for speech coding, recognition and denoising and compared with other softwares like Phonedit, speech analyzer and Praat. Sou et al. [11] have analyzed the voice parameters for identifying disease using feature extraction (Mel Frequency Cepstral Coefficient) and feature matching (Dynamic Time Warping).

In our work, the voice sample analysis was carried out using the Praat software and classification of voice signal using KNIME.

II. DESIGN APPROACH

A. Speech Signal Analysis

Speech signal is given as an input. The sound samples were collected from 50 subjects. The subjects were made to tell a sentence of maximum 5 to 10 seconds duration. The subjects were made to say a common sentence, “Hello… hello … hello”.
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The sound was recorded in a noise proof space to avoid any noise in the speech signal. The speech samples were collected from 50 subjects that include 25 male subjects and female subjects. The subjects were chosen based on their age and gender. The subjects were classified into five groups in an ascending order. The age groups are 1–15 years, 16–25 years, 26–40 years, 41–60 years and above 60 years. The subjects were also made to pronounce syllables like “ba”, “ka”, “ma”, “pa” and “a” to get more clear spectrum analysis on particular syllables. The sound recordings were taken as an input in the Praat software and analyzed with acoustic and spectrum analysis of the spectrum window in Praat. The software also yields a voice report of the sound sample fed in the software. The report explains about all the parameters and the corresponding values of the sound sample. Once the sound sample is read and the sound sample is satisfied enough to analyze the sound is added to the object window. The sampling frequency is set as shown in Fig. 1. The default sampling rate is 22000 Hz although the sampling rate depends on the system’s disk space. From the pulse menu, the voice report for the speech signal can be derived. This voice report provides all the measurements of the voice signal as shown in Fig. 2.

- **Jitter (local):** The average absolute difference between consecutive periods / the average period. (Threshold value - 1.040%)  
- **Jitter (local, absolute):** The average absolute difference between consecutive periods. (Threshold value - 83.200 seconds)  
- **Jitter (rap):** The Relative Average Perturbation, the average absolute difference between a period and the average of it and its two neighbours / the average period. (Threshold value - 0.680%)  
- **Jitter (ppq5):** The five-point Period Perturbation Quotient, the average absolute difference between a period and the average of it and its four closest neighbours / the average period. (Threshold value - 0.840%)  
- **Jitter (ddp):** This is the average absolute difference between consecutive differences between consecutive periods / the average period.  
- **Shimmer (local):** The average absolute difference between the amplitudes of consecutive periods / the average amplitude. (Threshold value - 3.810%)  
- **Shimmer (local, dB):** The average absolute base-10 logarithm of the difference between the amplitudes of consecutive periods x 20. (Threshold value - 0.350 dB)  
- **Shimmer (apq3):** The three-point Amplitude Perturbation Quotient, the average absolute difference between the amplitude of a period and the average of the amplitudes of its neighbours / the average amplitude.  
- **Shimmer (apq5):** The five-point Amplitude Perturbation Quotient, the average absolute difference between the amplitude of a period and the average of the amplitudes of it and its four closest neighbours / the average amplitude.  
- **Shimmer (apq11):** The 11-point Amplitude Perturbation Quotient, the average absolute difference between the amplitude of a period and the average of the amplitudes of it and its ten closest neighbours / the average amplitude. (Threshold value - 3.070%)  

The voice is further analyzed to extract the spectrum of the voice samples. Fig. 3 shows the spectrum of voice sample. The spectrum has four analyses in its spectrogram. The red plot in the spectrum indicates the formant frequencies. The number of formant frequencies is 5. Thus five plots can be seen from Fig. 4.

The blue plot in the spectrum indicates the pitch of the sound sample. It is shown in Fig. 5. The yellow plot in the spectrum indicates the intensity of the sound sample. It is shown in Fig. 6. The blue lines in the waveform are the pulses of the speech signal. It is shown in Fig. 7.
Fig. 5. Spectrum showing the pitch contour.

Fig. 6. Spectrum showing the intensity contour.

Fig. 7. Spectrum showing the pulses in the speech signal waveform.

Fig. 8. Spectrum of a voice signal.

Fig. 9. Plot of Formant frequency.

Fig. 10. Plot of Pitch contour.

Fig. 11. Plot of Intensity contour.

B. Spectrum Analysis

Fig. 8 shows the spectrogram of the voice signal. In this spectrogram, the dark shaded pattern depicts the pattern of waveform of the voice signal. Fig. 9 is the formant analysis of voice signal spectrum. Fig. 10 shows the pitch contour analysis of the voice signal spectrum. Fig. 11 shows the plot of intensity contour of the voice signal spectrum. Once the acoustic parametric analysis and spectrogram analysis are completed. The next step of analysis is classification of speech signals between normal and abnormal voice samples.

C. Parametric Analysis

The following nominal threshold values of each parameter are decided based on the speech pathologist of the speech therapies of the hospitals.

- **Normal pitch range**: The normal pitch range of a pathological voice is 60 – 400 Hz. The pitch floor is 75 Hz.
  - **Female**: The pitch range for female is however much larger than that of males. The normal pitch range for a female voice is 100 – 525 Hz.
  - **Male**: The male voices have lesser pitch range than that of females. The normal pitch range of male voices is 65 – 260 Hz.
- **Jitter range**: Jitter is the change in periodicity of signal. The normal jitter range for pathological voices is 1.080%. The jitter range greater than the optimum range is regarded as abnormal.
- **Shimmer range**: Shimmer is a measure of amplitude instability in the voice. The normal shimmer range for pathological voices is 3.840%. The shimmer range greater than the optimum range is regarded as abnormal.
- **Harmonics-to-noise ratio (HNR) range**: A Harmonicity object describes the level of acoustic periodicity. The optimum HNR value for normal healthy voices is 20 dB. The HNR values lesser than that of the optimum value is considered to be abnormal.
- **Voice breaks**: The normative value for the fraction of unvoiced frames is 0.

D. Voice Signal Classification

The next step in the analysis is classification. For classification of voice signal to be normal or abnormal, the Knime software is used. The workflow model is shown in Fig. 12. The data is acquired and selected using the file reader node and used for further analysis. It is shown in Fig. 13.
After acquiring the data it is checked for missing values then passed onto the numeric binner, here we bin the data into two parts, normal and abnormal as you can see from the excel sheet values till 5 are abnormal. Values after 5 are normal hence using this we created two bins. It is shown in Fig. 14 and Fig. 15.

The data is passed through the decision tree learner to train the working model to give the appropriate results. The partitioning allows only a certain amount of data into decision tree learner and predictor. It is shown in Fig. 16. The Decision tree predictor gives the most suitable results to classify data depending upon the amount of input. It is shown in Fig. 17.

### III. RESULTS

#### A. Parametric Analysis

On analysis of 50 pathological voice samples the following results on their average values is yielded. From Table-I, the jitter, the shimmer and the HNR values show much variation than the nominal values of the parameters. The jitter values keep increasing with increase in age. The shimmer values are higher than the nominal value of shimmer range. The HNR values are much lesser than the normal HNR value of 20 dB. From Table-I, we have analyzed the pathological voice samples to derive the parametric analysis of the samples and perform the classification of voice signals.

#### B. Spectrum Analysis

1) **Spectrogram analysis**

Fig. 18 shows the spectrogram of a male voice sample of the age 15 – 25 years have less number of blue lines that represents the pulses in the voice. Fig. 19 shows the spectrogram of a male voice sample of the age of above 65 years have more number of blue lines that represents the pulses of the voice. This indicates that the older age voice is not as stable as the younger age voice and as a result the younger age voice has more pulses in its spectrogram.

2) **Waveform analysis**

Fig. 20 shows the waveform of a normal voice sample which has no voice breaks. Fig. 21 shows the waveform of an abnormal voice sample which has long breaks.

---

**Fig. 12.** Workflow model of the signal parameter classification.

**Fig. 13.** The file reader component.

**Fig. 14.** Data storing, correction and allocation.

**Fig. 15.** Data categorized in numeric binner.

**Fig. 16.** Data training and input data.

**Fig. 17.** Decision tree predictor.

**Fig. 18.** Spectrogram of male voice of (15-25) years age.
Table-I Analysis of average sample for each age group

<table>
<thead>
<tr>
<th>Features</th>
<th>Age group</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0-15</td>
<td>15-25</td>
<td>26-40</td>
<td>41-60</td>
<td>&gt;60</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Male</td>
<td>Female</td>
<td>Male</td>
<td>Female</td>
<td>Male</td>
<td>Female</td>
<td>Male</td>
<td>Female</td>
<td></td>
</tr>
<tr>
<td>Pitch (Hz)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Range: 60-400 Hz)</td>
<td>114.23</td>
<td>107.85</td>
<td>181.89</td>
<td>176.543</td>
<td>100.987</td>
<td>102.364</td>
<td>68.991</td>
<td>89.377</td>
<td></td>
</tr>
<tr>
<td>Jitter</td>
<td>2.84%</td>
<td>2.124%</td>
<td>2.61%</td>
<td>4.71%</td>
<td>4.23%</td>
<td>5.69%</td>
<td>5.61%</td>
<td>5.50%</td>
<td></td>
</tr>
<tr>
<td>(Normal range: &lt;1%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Shimmer</td>
<td>20.36%</td>
<td>18.50%</td>
<td>20.60%</td>
<td>21.71%</td>
<td>18.13%</td>
<td>20.18%</td>
<td>27.34%</td>
<td>17.61%</td>
<td></td>
</tr>
<tr>
<td>(Normal range: &lt;3%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HNR</td>
<td>5.968</td>
<td>7.987</td>
<td>3.764</td>
<td>4.765</td>
<td>6.981</td>
<td>5.743</td>
<td>5.072</td>
<td>3.544</td>
<td></td>
</tr>
<tr>
<td>(Normal range: &gt;20dB)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

4) Pitch contour analysis

Fig. 24 and Fig. 25 show the pitch contour of a normal voice which has a linear plot and the pitch contour plot of an abnormal voice has a broken plot respectively.

3) Spectrum analysis

Fig. 22 and Fig. 23 show the spectrum of a normal voice sample which has a regular pattern and the spectrum of an abnormal voice sample which has an irregular pattern and has breaks between voiced spectrum respectively.
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Fig. 27. Formant frequencies of an abnormal voice.

Fig. 28. Intensity spectrum of normal voice.

Fig. 29. Intensity spectrum of abnormal voice.

5) Formant frequency analysis
Fig. 26 and Fig. 27 show the formant frequencies of a normal voice and the formant frequencies of an abnormal voice respectively.

6) Intensity analysis
Fig. 28 shows the intensity spectrum of a normal voice which is a regular plot of the voice sample. Fig. 29 shows the intensity spectrum of an abnormal voice which is an irregular plot and does not have a uniform intensity range.

C. Classification of dominant voice parameter
After analysis we can see the most suitable values with which we can classify the given data using KNIME.

Fig. 30. Parameter classification results for 40%.

Fig. 31. Parameter classification results for 80%.

1) For relative 40%:
As per the algorithm, the breaks have been used to classify the following data. The more the data the more variables come into play. Here breaks play a role in classifying the data. It is shown in Fig. 30.

2) For relative 80%:
Depending upon the algorithm, the data has been classified using shimmer as the more suitable way possible at the value of 19.983. It is shown in Fig. 31.

Hence after large amount of data and a greater number of iterations the values play a role in classification of the human voice to be normal or abnormal.

IV. CONCLUSION
The voice samples from 50 subjects of male and female equally were analyzed to extract acoustic features of the voice samples using Praat software. The voice feature extraction was tabulated with average values. The dataset is given as the input to the KNIME software to classify the dominant parameter to distinguish the normal and abnormal values of the dataset thereby helping us decide on the patient’s abnormality in voice. Although the analysis does not state the individual’s voice disorder but will be able to state the degree of severity.
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