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Abstract: Feed-forward neural networks can be trained based on a gradient-descent based backpropagation algorithm. But, these algorithms require more computation time. Extreme Learning Machines (ELM’s) are time-efficient, and they are less complicated than the conventional gradient-based algorithm. In previous years, an SRAM based convolutional neural network using a receptive – field Approach was proposed. This neural network was used as an encoder for the ELM algorithm and was implemented on FPGA. But, this neural network used an inaccurate 3-stage pipelined parallel adder. Hence, this neural network generates imprecise stimuli to the hidden layer neurons. This paper presents an implementation of precise convolutional neural network for encoding in the ELM algorithm based on the receptive - field approach at the hardware level. In the third stage of the pipelined parallel adder, instead of approximating the output by using one 2-input 15-bit adder, one 4-input 14-bit adder is used. Also, an additional weighted pixel array block is used. This weighted pixel array improves the accuracy of generating 128 weighted pixels. This neural network was simulated using ModelSim-Altira 10.1d and synthesized using Quartus II 13.0 sp1. This neural network is implemented on Cyclone V FPGA and used for pattern recognition applications. Although this design consumes slightly more hardware resources, this design is more accurate compared to previously existing encoders.
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I. INTRODUCTION

The feed-forward neural network is one of the most prevalent among the several types of neural networks. A feed-forward neural network consists of one input layer, one or more hidden layers, and one output layer. It is shown in Fig. 1. Input stimuli from the external sources enter the input layer, and the output signal leaves from the output layer. Feed-forward neural networks are trained based on a gradient-descent based backpropagation algorithm [1]. Other training algorithms for training feed-forward neural networks are support vector machines (SVM) [21], perceptrons [22], and radial basis function network learning [23]. These networks most frequently use additive kind of hidden nodes. Hence, the output of the i
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Fig. 1. The architecture of Feed-Forward Neural Network

Here, g(x) represents the sigmoid activation function for each node present in the hidden layer.}

\[ y_i = g(a_i^{(l)}, x_i^{(l)} + b_i^{(l)}), \quad b_i^{(l)} \in R \]  

(1)

\[ g(x) : R \rightarrow R \quad g(x) = 1/(1 + \exp(-x)) \]  

(2)

Here \( a_i^{(l)} \) is the weight vector linking the \((l - 1)\)th layer to the \(l\)th node of the \(l\)th layer and \( b_i^{(l)} \) is the bias of the \( l\)th node of the \( l\)th layer [2]. The architecture of the feed-forward network is shown in Fig. 1. The expression \( a_i^{(l)}, x_i^{(l)} \) signifies the inner vector product of \( a_i^{(l)} \) and \( x_i^{(l)} \) [2]. But, this algorithm requires more computation time.

Extreme Learning machines (ELM) are time-efficient, and they are less complicated than the conventional gradient-based algorithm. ELM uses weight decay and early stopping methods to prevent problems like local minima and improper learning rate for single-hidden layer feed-forward neural networks [3]. ELM can be trained with non-differentiable activation functions contrasting the gradient-based learning algorithms [3]. ELM model is used to predict peptides binding to the Human Leukocyte Antigens (HLA) [24]. ELM model is used in a method predicting quick electricity market value [25]. ELM Models are used in MapReduce ensemble classifier is more exact, efficient, and scalable for analysis of land cover classification data [26]. Section II discusses the literature survey. Sub-section II.
A. ELM Algorithm

ELM model is a supervised learning algorithm. ELM is based on a Single-Hidden layer Feed-forward Neural network (SHFN) architecture [3], as shown in Fig. 2. It states the weights connected to the output neurons can be systematically resolved through the generalized inverse operation when the weights and bias of the neurons present in the hidden layer are arbitrarily allocated [4]. They evade the necessity to tune these hidden neuron parameters [4].

Assume that

\[ \begin{align*}
(x_i, t_j) &\in \mathbb{R}^n \times \mathbb{R}^m; f_N(x_j) = t_j; i = 1, ..., n \text{ and } j = 1, ..., m
\end{align*} \]  

(3)

where \( N \) is the number of patterns, \( x_i \) is the input vector, \( t_i \) is a output vector. The \( n \) and \( m \) are the number of the input layer and output layer neurons respectively [4]. If an SLFN with activation function \( g(x) \) and \( N \) number of hidden layer neurons, there exists \( B_i, a_i \) and \( b_i \) such that

\[ \sum_{i=1}^{N} B_i G(a_i, b_i, x_j) = t_j; j = 1, ..., m \]  

(4)

where \( a_i \) and \( b_i \) are learning parameters of hidden neurons (where \( a_i \) is the \( n \times 1 \) weight vector between the input and the hidden neuron, and \( b_i \) is the bias value of hidden neuron). \( B_i \) is the \( i^{th} \) output weight, and \( G(a_i, b_i, x_j) \) is the output of the hidden node for the input vector \( x_j \) [4]. If the hidden neuron is additive, it follows that [4]

\[ G(a_i, b_i, x_j) = g(a_i x_j + b_i) \]  

(5)

Then, Equation (2) can be written as

\[ H.B = T \]  

(6)

where

\[ H = \begin{bmatrix}
G(a_1, b_1, x_1) & \cdots & G(a_N, b_N, x_1) \\
\vdots & \ddots & \vdots \\
G(a_1, b_1, x_N) & \cdots & G(a_N, b_N, x_N)
\end{bmatrix} \]  

(7)

Input: Training sets \((x_i, t_j) \in \mathbb{R}^n \times \mathbb{R}^m; f_N(x_j) = t_j; i = 1, ..., n \text{ and } j = 1, ..., m \) and \( N \) Hidden neurons with sigmoid activation function \( g(x) \).

Step 1: Input weight \( a_i \) and bias \( b_i \), \( i = 1, ..., n \) are assigned randomly.

Step 2: The output matrix of the hidden layer \((H)\) is calculated using

\[ G(a_i, b_i, x_j) = g(a_i, x_j + b_i) \]  

and

\[ H = \begin{bmatrix}
G(a_1, b_1, x_1) & \cdots & G(a_N, b_N, x_1) \\
\vdots & \ddots & \vdots \\
G(a_1, b_1, x_N) & \cdots & G(a_N, b_N, x_N)
\end{bmatrix} \]  

Step 3: Calculate the output weight \( B \) using \( B = H^+T \) where \( H^+ \) is the pseudo-inverse of the hidden layer output matrix \( H \) and \( T = \begin{bmatrix} t_1 \\
\vdots \\
t_m \end{bmatrix} \) found using \( \sum_{i=1}^{N} B_i G(a_i, b_i, x_j) = t_j; j = 1, ..., m. \)

Output: Output weight matrix \( B \)

Fig. 3. Training Procedure for Extreme Learning Machine

is the output matrix of the hidden layer [4]. In (7), the \( i^{th} \) row is the output of the hidden layer neurons for \( x_i \) input vector, and the \( j^{th} \) column is the output of the hidden layer neurons for \( x_j \) to \( x_N \) input vectors) [4].

Thus, the matrix of output weights, \( B \) is estimated as
where $H^+$ is the pseudo-inverse of the hidden layer output matrix $H$ [4]. If the matrix $H$ has linearly independent columns, then the expression for calculating $H^+$ is

$$H^+ = (H^T H)^{-1} H^T$$

If the matrix $H$ has linearly independent rows, then the expression for calculating $H^+$ is

$$H^+ = H^T (H H^T)^{-1}$$

### B. Receptive-Field (RF) Approach

In spite of their efficiency, ELM neural networks are hard to implement at the hardware level because each neuron present in the input layer is linked to all the neurons present in the hidden layer. Hence, the amount of hardware resources increases as the number of hidden layer neurons increases. In [6] and [7], the authors assume a fixed number of neurons present in the input layer and the hidden layer, which limits them from using complex datasets. Hence, an approach based on the receptive field (RF) [8][9] is utilized in implementing a neural network.

The idea of receptive fields [9] usage for pattern recognition originates from neural science, where neurons frequently react to input stimulus generated from a restricted three-dimensional range of data, as shown in Fig. 5. Here,

![Fig. 5 Receptive field of the second-order neuron [14]](https://example.com/receptive-field.png)
Primary Afferent is a pseudo-unipolar neuron with central end synapsing on a second-order neuron, and the peripheral end is connected to receptors. Tissue from which the primary afferent receives sensory information is the receptive field of primary afferent—multiple primary afferents synapsing on second-order neuron (Dorsal Horn Neuron). Hence, the combined receptive field of various primary afferents is the receptive field of the second-order neuron.

The Receptive-field methodology is illustrated, as shown in Fig. 6. Including this concept into hardware implementation for pattern recognition applications improves its performance [9]. Receptive Field-based ELM gives similar accuracy when compared to traditional ELM algorithms [9], with an additional benefit of utilizing fewer hardware resources. But, implementing the RF approach at the hardware level is complex since the location and dimensions of the receptive-field are either found arbitrarily or through patterns, which arbitrarily access the input data.

C. Hardware implementation of RF Approach

Input image in binary format and shift register array is used for hardware implementation of the RF approach (as shown in [5]). Regions are selected from the input image by shifting the index variable across memory array. These generated regions are the receptive-fields. These receptive-fields are either square or rectangular in size.

Fig. 7 shows the functioning of the RF approach on an image from the MNIST dataset [10] of size 28x28 pixels. Other standard datasets used for pattern recognition applications are CIFAR – 10 [16], CIFAR – 100 [16], CALTECH101 [17], CALTECH256 [18] and Image Net [19] respectively. Each pixel can be represented using an 8-bit binary value. First, the image is restructured from 28x28 pixels to 784x1 pixels. Then, RF is shifted by 16 pixels across the restructured image. The 16 pixels corresponds to step size. Here, the size of the receptive field is 128 pixels.

Fig. 7 depicts the restructured image on the left and the region covered by the receptive field over the image on the right for different areas covered by the index variable. Fig. 7a shows the receptive-field covered over image for index 1 to index 128 from the restructured image. The region covered by receptive-field (as shown in Fig. 7a) is used for generating stimulus towards the first hidden layer neuron when multiplied by the weights present in the input layer. These weights are arbitrarily generated for each hidden layer neuron. In Fig. 7b, the starting position of the index over a restructured image is shifted by one step, and its corresponding receptive-field is shown. The region covered by receptive-field (as shown in Fig. 7b) is used for generating stimulus towards the second hidden layer neuron when multiplied by the weights present in the input layer.

This process is repeated several times to generate a stimulus to other hidden layer neurons by multiplying with its corresponding binary random weights [5]. Fig. 7c shows the region covered by receptive-field after shifting the starting index by 16 steps over the restructured image. After the 49th step, the final step of the restructured image, the index comes back to its initial position.

III. TECHNICAL GAP

In previous work, the authors presented a huge-parallel system for pattern recognition of handwritten digits, which comprises an input, a hidden, and an output layer, respectively [11]. The input layer is otherwise called an encoder. The hidden layer consists of 8192 neurons. They implemented it on FPGA. In this system, the hardware implementation of the encoder structure is done, assuming all the neurons present in the input layer are connected to all the neurons present in the hidden layer. Under this assumption, more Adaptive Logic Modules are consumed when the system is implemented on FPGA. In [11], the authors explain the disadvantage of storing random weights in Look-Up Table (LUT) as it consumes more memory, and it increases as the number of neurons present in input and hidden layer increases. Sergio Decherchi [15] assumed weights as powers of two and performed multiplication using shift operation. These weights are present between the neurons present in the input and hidden layer. The disadvantage of this approach is these weights are not chosen randomly.
The authors proposed an SRAM based Convolutional Neural Network for encoding using a receptive – field Approach in [5]. This neural network is implemented on FPGA. But it uses an inaccurate parallel adder. Hence, improving accuracy is the motivation of the modified convolutional neural network.

IV. MODIFIED METHODOLOGY

A. Asynchronous FIFO and shift-register array

The topology of Asynchronous FIFO is shown in Fig. 8. It is also used for crossing from the write clock (wclk) domain to the read clock (rclk) domain [20]. It can read and write 8192 pixels. A Shift-register array [5] consisting of eight shift registers is used. These shift registers are connected in a sequential manner. Each shift-register can store 128-bits. The output of asynchronous FIFO [20] is linked to the shift register array at its input. The output of each of these shift registers is connected to the input of a weighted pixel array of size 128 x 9 bits. This weighted pixel array is an additional block that is not present in the previous encoder implemented in [5]. This weighted pixel array improves the accuracy of generating 128 weighted pixels. The input of the parallel adder is connected to the output of 128 9-bit registers from the weighted pixel array.

Assume that asynchronous FIFO is not filled initially. Then, the input pattern is written into asynchronous FIFO stores after its arrival. Then, the initialization of shift registers is done. First, 16 pixels from the asynchronous FIFO are read for each clock cycle, and then the 128-bit shift register is shifted for each clock cycle. This process continues for eight clock cycles.

After eight clock cycles, the register array is shifted by one using the global counter. For example, if there are N hidden layer neurons, then the stimulus is generated for N times. The output to the pipelined parallel adder is generated by a weighted pixel array for every clock cycle with no latency.

B. Random weight generator and weighted pixel array

The conventional way to calculate weighted pixels is by multiplying the binary pixel value and its corresponding random weights. But the disadvantage of this approach is it for every pixel value of the input digit image, the random weight generator generates binary weights, which are arbitrary. These binary weights (-1 and 1) are generated based on uniform distribution.

Linear Feedback Shift Registers (LFSR) is used for generating random numbers. LFSR consumes less amount of hardware resources and can be implemented in FPGAs. The LFSR output can be inferred according to 2’s complement rule as 0 for +1 and 1 for -1 [5]. An input pixel value is an 8-bit greyscale value. This value is concatenated with the binary weights, resulting in a weighted pixel value [5]. These weighted pixel value is 9-bit value and generated using 2’s complement notation requires 128 multipliers, which leads to an increased usage of hardware resources. Hence, the usage of binary weights saves a considerable amount of hardware resources on FPGAs.
When EN_LFSR1 is high, the corresponding 11-bit binary number is moved into the 11-bit LFSR. Then, it generates random binary weights for the next eleven clock cycles. These weights are concatenated with the pixel values, generating weighted pixels and stored in the weighted pixel array. Then, EN_LFSR2 is high, and the corresponding binary number is moved into the 11-bit LFSR. This process keeps on repeating until EN_LFSR12 becomes high, and then the LFSR generates a random number for the next seven clock cycles. Hence, 128 9-bit weighted pixels are stored in a weighted pixel array.

C. 3-stage 128-input 9-bit Parallel adder

The stimulus to the neurons present in the hidden layer is generated by adding 128 weighted pixels using 128 input 9-bit Parallel Adder [5]. But, this parallel adder makes a significant delay of nearly 20 ns. Hence, 3-stage pipelined parallel adder is used, as shown in Fig. 10. The first stage involves sixteen 8-input 9-bit adders [5]. The second stage involves four 4-input 12-bit adders [5]. In the third stage, instead of approximating the output of the parallel adder by using one 2-input 15-bit adder [5], one 4-input 14-bit adder is used, as shown in Fig. 11. This modified parallel adder improves the accuracy of the generated stimulus. But, there is a latency of three clock cycles for the generation of stimulus from the output of the encoder. The step by step procedure of the modified methodology is shown in Fig. 12.
Input: Images present in the MNIST dataset is processed into 8-bit pixel values and stored in a text file.

Step 1: Assume that asynchronous FIFO is not filled initially. Then, the input data is written into asynchronous FIFO stores after its arrival.

Step 2: Then, the initialization of shift registers is done. First, 16 pixels from the asynchronous FIFO are read for each clock cycle, and then the 128-bit shift register is shifted for each clock cycle. This process continues for eight clock cycles.

Step 3: After eight clock cycles, every 128-bit shift register is shifted by one using the global counter. Since eight 128-bit shift registers are present in an array, 8-bit pixel is generated at the output of shift register array for every clock cycle.

Step 4: The binary random weight is generated from the random weight generator for every clock cycle.

Step 5: Then, the binary random weight is concatenated as MSB with the 8-bit pixel value to generate weighted pixel value. This value is stored in the weighted pixel array.

Step 6: When the 128 weighted pixels are stored in the weighted pixel array, the 3-stage pipelined parallel adder adds these weighted pixels to generate a stimulus.

Output: The generated stimulus

Fig. 12. Step by step procedure of the modified methodology

V. RESULTS

MNIST dataset [10] was converted into 28 × 28 pixel images using Python with Jupyter Notebook. Then, an image file is chosen, and it is converted into 8-bit greyscale values using MATLAB. These 8-bit greyscale values are stored in a text file and provided as design input.

The flowchart of the conversion of the MNIST dataset to the image file is shown in Fig. 13. First, the dataset is downloaded. Since the image and label files are downloaded in archive format, there is a need for extraction. Hence, these files are extracted as u-byte files in .idx format. These files store different vectors and multi-dimensional matrices. Then, the u-byte files are converted into NumPy n-dimensional arrays. Then, the data present in the NumPy n-dimensional array are saved as images in specific classes and directories. Fig. 14 shows the flowchart of the conversion of an image file to 8-bit greyscale.

A. FPGA Implementation:

The precise convolutional neural network is written in Verilog. Then, the design is simulated using ModelSim-Altera 10.1d, as shown in Fig. 15. The top module and its sub-modules are described below:

1. RF_top1.v: This module wraps all the sub-modules of the design.

2. RF_generation.v: This sub-module generates the receptive-field from an input image. This receptive-field is generated as an output signal (pattern) of 128-bit wide for every rising edge of the “clk1”.
3. fifo1.v: This module realizes an asynchronous FIFO logic. This module writes the “pattern” signal into the FIFO for every rising edge of the “clk1”. Then, the 128-bit data is read from an output signal (fifo_dataout) for every rising edge of the clock “clk1”.

4. rwg.v: This sub-module generates an 11-bit random number (lfsr_random) at every rising edge of the “clk2”.

5. weigh_pix_par_add: This sub-module consists of a shift-register array, a global counter, a weighted pixel array, and a parallel adder. This sub-module generates a stimulus as an output signal (out_stimulus).

The input and output port signals are described below:

**Input ports:**
1. clk1: write clock signal of asynchronous FIFO; clock signal of “RF_generation” and “fifo1” sub-module.
2. clk2: read clock signal of asynchronous FIFO; clock signal of “weigh_pix_par_add” and “rwg” sub-module.
3. reset_an1: Asynchronous negative logic (active-low) reset signal of write clock domain in asynchronous FIFO.
4. reset_an2: Asynchronous negative logic (active-low) reset signal of the read clock domain in asynchronous FIFO.
5. en_lfsr, en_lfsr1…, en_lfsr11 : These are the enable signals of the twelve LFSR’s, which are the inputs to the “rwg” sub-module.

**Output ports:**
1. pattern: This signal consists of sixteen 8-bit greyscale values. In Fig. 15, this signal is displayed as a 16-bit hexadecimal number. This signal is the output from the “RF_generation” module.
2. fifo_dataout: This signal is the output from the “fifo1” module. In Fig. 15, this signal is displayed as a 16-bit hexadecimal number.
3. wfull: when the contents of asynchronous FIFO is completely written, wfull is 1. This signal is the output signal from the “fifo1” module.
4. rempty: when the contents of asynchronous FIFO is completely read, rempty is 1. This signal is the output signal from the “fifo1” module.
5. lfsr_random: This signal is an 11-bit binary random number and it is generated from the “rwg” module.

All the sub-modules of the design are functionally verified. To validate the design, first, the “out_stimulus” signal is generated in decimal format. Then, the “out_stimulus” is calculated by first generating the 128 weighted pixels after zero steps in decimal format and then adding using Microsoft Excel 2013. This calculated value matches with the generated “out_stimulus” signal. Similarly, the 128 weighted pixels with eight steps are generated and then added to calculate “out_stimulus,” using Microsoft Excel 2013. Then, on comparing with the generated “out_stimulus” signal, it makes an error percentage of 0.028%. The generated “out_stimulus” signal and the calculated “out_stimulus” are compared in Fig. 16.
The frequency of “clk2” is 128 times more than the frequency of “clk1”, hence 128 weighted pixels are generated before ‘fifo_dataout’ reads from the asynchronous FIFO. Then, the encoder block was synthesized using Quartus II 13.0 sp1 and implemented on Altera Cyclone V FPGA (Device 5CGXFC5C6F27C7). This FPGA has Adaptive Logic Modules (ALM’s) instead of the conventional Logic Elements (LE’s) (present in lower level FPGAs) [12]. ALM can add up to 3-bits at a time, while logic elements can add only two bits simultaneously [12] (as shown in Fig. 17). Here, the parallel adder is implemented utilizing ALM’s.

The device utilization and maximum clock frequencies of encoder on Cyclone V FPGA are also tabulated in Table I. The logic utilization of encoder is less than 6% of the available adaptive logic modules on Cyclone V FPGA.

The total block memory bits used is 1% of the available block memory on Cyclone V FPGA.

VI. COMPARISON OF DESIGN WITH EXISTING ENCODERS

The logic utilization, block memory utilization, the number of DSP Blocks, and the maximum clock frequency of modified encoder are compared with the previously proposed encoders (shown in Fig. 18, Fig. 19, Fig.20 and Fig. 21). The maximum hardware utilization in FPGA of the modified encoder is compared with the previously proposed encoders (shown in Fig. 22).

The logic utilization of the modified encoder is a little higher compared to Runchun Wang et al. [5]. But, the logic utilization of the modified encoder is less compared to Runchun Wang et al. [11]. The total block memory bits used is the same compared to the Runchun Wang et al. [5]. But, the block memory utilization of the modified encoder is less compared to Runchun Wang et al. [11]. Since no complex multipliers are used, no DSP blocks are used for implementing the modified encoder and Runchun Wang et al. [5]. Since the three 9-bit multipliers are present in the physical neuron, Runchun Wang et al. [11] utilizes three DSP blocks. The maximum clock frequency is a little lower compared to Runchun Wang et al. [5] and Runchun Wang et al. [11], but higher than Sergio Decherchi et al. [15]. The Maximum hardware utilization in FPGA of the modified encoder is lower than Runchun Wang et al. [11], slightly higher than Runchun Wang et al. [5] and higher than Sergio Decherchi et al. [15].

Table-1: Device utilization and maximum clock frequencies of the modified encoder

| Logic utilization (in ALMs) | 1711 / 29,080 |
| Total block memory bits     | 65536 / 4,567,040 |
| Total DSP Blocks            | 0 / 150 |
| Total Pins                  | 303 / 364 |
| Total registers             | 4105 |
| Maximum Clock Frequency (clk1) | 234.25 MHz |
| Maximum Clock Frequency (clk2) | 127.76 MHz |

Fig. 17.3-bit addition with Adaptive Logic Module using Shared Arithmetic Mode [13]

Fig. 18. Comparison on No. of DSP Blocks of the Existing encoders and Modified encoder.

Fig. 19. Comparison of Logic Utilization of the Existing encoders and Modified encoder.
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VII. FUTURE SCOPE

This encoder can be used for building large-scale neural network system. Since reconfigurable hardware logics are used, the system can be implemented on FPGA. This system consists of an input, a hidden, and an output layer, respectively. The modified convolutional neural network acts as an input layer for encoding. The hidden layer consists of 128 neural cores, and each core consists of N number of neurons. These neurons are implemented at the hardware level using multipliers and adders. The neurons present in the output layer can be implemented using the accumulator and register, which adds the output of hidden layer neurons multiplied by a weight. This weight is present between hidden layer neuron and output layer neuron.

VIII. CONCLUSION

We have implemented a Precise Convolutional Neural Network for encoding in Extreme Learning Machine Algorithm based on Receptive Field Approach (RF) at the hardware level. The weighted pixel array block improves the accuracy of generating 128 weighted pixels, but it increases the amount of hardware utilized in FPGA. The 3-stage pipelined parallel adder is modified to improve the accuracy of the stimulus generated from the output of the encoder. Although this design consumes slightly more hardware resources, this design is more accurate compared to previously existing encoders. Now, we can implement a large-scale neural network system for pattern recognition applications.
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