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Abstract: In the era of globalization, internet being accessible 

and affordable has gained huge popularity and is widely being 

used almost everywhere by Government, private organizations, 

companies, banks, etc. as well as by individuals. It has empowered 

its users to contribute to the creation of information on web 

enabling them to use their native languages which consequently 

has drastically increased the volume of web-accessible documents 

available in languages other than English. This exponential 

growth of information on the internet has also induced several 

challenges before the information retrieval systems. Most of the 

present monolingual information retrieval systems can retrieve 

documents in the language of query only, missing the information 

in other languages that may be more relevant to the user. The 

need of information retrieval systems to become multilingual has 

given rise to the research in Cross Language Information 

Retrieval (CLIR) which can cross the language barriers and 

retrieve more relevant results from documents in different 

languages. This article is a review of motivation, issues, work and 

challenges related to various CLIR approaches. Starting with the 

most fundamental approaches of translation, it is attempted to 

study and present a review of more advanced approaches for 

enhancing the retrieval results in CLIR proposed by various 

researchers working in this domain. 

Keywords: Cross Language Information Retrieval, Dictionary-

Based Translation, Corpus-Based Translation, Machine 
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I. INTRODUCTION 

Globalization has brought the world together reducing 

significance of geographical borders for trade as well as 

information exchange. Internet technologies being more 

affordable without time and space constraint and easily 

accessible have enabled the world population to use web as 

their social and collaboration platform empowering every 

web user to not only be a web information consumer but also 

to contribute to creation of information on web. This 

exponential growth of information on the internet has 

induced several challenges before the information retrieval 

systems.  “The goal of an information retrieval system is to 

locate relevant documents in response to a user’s query. 

Documents are typically retrieved as a ranked list, where the 

ranking is based on estimations of relevance”[1]. 
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Most of the present information retrieval systems are 

monolingual wherein language of the query and retrieved 

documents are same. Internet being easily accessible and 

affordable has been very popular over the last few years 

and hence most of the government departments, companies, 

educational institutions and almost all organizations have 

started using web as their primary storage and 

communication medium. This information is obviously 

being transacted in various different languages and is stored 

in Web documents using multiple languages. As a result, 

the volume of web-accessible documents available in 

languages other than English has grown drastically. There 

might be cases where more precise information relevant to 

user’s request is available in a language other than the 

language of query. The user may also expect the 

information to be retrieved in a language in which the user 

is more comfortable. To facilitate information exchange in 

this scenario, the information retrieval systems need to be 

multilingual or cross-lingual. Advances in network 

architecture have strengthened the infrastructure for 

information exchange across geographic barriers but are 

still unable to address the challenges for crossing the 

language barriers.The monolingual information retrieval 

engines usually fail to present this information to the user 

which is against the very basic essence of the ubiquitous 

world wide web, making information available to user.  

Users have to manually translate queries which is very 

inefficient considering time required for translation and 

constraints due to user’s knowledge of unfamiliar 

languages as well as creating possibilities of retrieving 

irrelevant information due to incorrect translation.This 

explosive growth of Internet and diversity of available 

information sources in several languages has fostered the 

need for multilingual information retrieval techniques that 

can cross the language boundaries and has inspired the 

researchers from Information Retrieval (IR) community to 

design innovative methodologies for information retrieval 

across different languages. The Cross Language 

Information Retrieval abbreviated as CLIR which is a sub 

domain of Information Retrieval can overcome the 

language barriers and help retrieving documents in 

languages that are different from the language of query and 

offer the most relevant data to the user[2]. Integrating some 

CLIR tools with traditional search engines may enable 

them matching terms having same meaning in different 

languages, presenting this otherwise unexplored data to the 

user.  
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 “The distinguishing hallmark of a cross language 

information retrieval (CLIR) engine is the linguistic disparity 

between the queries which are submitted and the documents 

which are retrieved. To resolve this disparity, all CLIR 

engines are required to incorporate some facility for language 

translation, an obvious requirement if query representations 

and document representations are to be meaningfully 

compared”[3].  

The most effective and commonly used approaches to 

Cross Language Information Retrieval (CLIR) include 

translation for either queries or documents being searched 

and makes “translation” the most crucial phase in CLIR. 

“The two most straightforward techniques for cross-

language retrieval are: (1) Automatically translate all 

documents in the collection into the source language and then 

apply monolingual retrieval on the translated document 

collection; and (2) Automatically translate the user-posed 

query into the target language and then apply monolingual 

retrieval with the translated query on the original document 

collection in the target language”[4]. 

Both approaches to translation have certain limitations. 

Queries being shorter present limited contexts adding 

uncertainty and ambiguity to query translation while it may 

be computationally expensive to translate large document 

collections. Document translation being computationally 

expensive, the query translation-based approach which is 

more flexible and effective has been adopted by most of the 

approaches to CLIR. 

The primary sources of translation knowledge are 

machine-readable bilingual dictionaries and multilingual 

corpora. User query can be translated by using methods like 

Dictionary-Based Translation (DT), Corpus-Based 

Translation (CT) or Machine Translation (MT). 

Using dictionary-based translation, terms from the source 

language query are replaced by their target language 

counterparts from the dictionary. Since a single word may 

have several possible translations, some of these translation 

alternatives may differ from the meaning intended by the 

user and may lead to ambiguous translation affecting the 

retrieval performance of a query. 

“Lexical ambiguity is a pervasive problem in natural 

language processing”[5]. Although very little quantitative 

information is available about its impact on information 

retrieval systems, this remains the main hurdle in the entire 

CLIR process. 

In another approach based on parallel corpora, translation 

knowledge is derived from multilingual text collections using 

various statistical methods[6]. This approach maps source 

language documents to target language documents forming a 

parallel corpus if mapped documents are exact translations of 

each other and forming comparable corpora if document 

pairs are not exact translations of each other but share some 

similarities. 

The abundant linguistic resources have contributed to 

rapid growth for research in the Cross-Language Information 

Retrieval (CLIR) domain in recent years. Several initiatives 

like TIDES program supported by DARPA have boosted the 

research interest in CLIR with a primary objective to make 

information more comprehensible and readily available. 

Research on CLIR has been carried out through various 

initiatives like TREC, CLEF, NTCIR, etc. focusing on a set 

of languages other than English such as French, Italian, 

German, Spanish, Chinese, Arabic, Swedish, Dutch, 

Finnish, and Russian, etc. 

II. RELATED RESEARCH IN CLIR 

The main objective of research in information retrieval is 

not only the model which specifies the way documents and 

queries are represented and compared to determine 

relevance estimates; but also focused on finding 

representations and methods to discriminate between 

relevant and nonrelevant documents. 

Experiments in CLIR have been initiated as early in 

1970s by researchers like Salton [1973] working on 

different models with improved results of retrieval[7]. 

Indexing the objects to be matched against query terms 

can retrieve more relevant information and improve the 

efficiency of information retrieval process. A retrieval 

model proposed by Narasimha Raju, Bhadri Raju, 

Satyanarayanaranks retrieved documents according to 

similarity measures representing relevance of documents 

with user query[8]. 

Cross-language information retrieval requires matching 

of term queries with documents in other languages but 

having similar contextual meaning.Considering the 

language barrier, direct matching of terms is not possible 

and hence require translation for expressing the terms from 

query and documents in the same language; and then 

employing direct term matching techniques.Wang and 

Oard have introduced a general framework for a meaning-

matching model using translation probabilities that 

integrated knowledge about translation and synonymy [9]. 

Resolving translation ambiguity of queries is one of the 

important aspects of cross-language information retrieval. 

Statistical translation models and relevance language 

models rely on building parallel bilingual corpora for 

association and disambiguation of words in a query which 

is a time consuming and computationally expensive 

process. The advent of powerful machine-readable 

dictionaries boosted the research in dictionary-based 

approaches. In a simplest approach, all translations of each 

word from query are considered to resolve the problem of 

ambiguity. This helps retrieving documents relevant to all 

of these possible translations, although these results may 

include some less relevant documents due to other 

meanings of words [10]. 

Selecting the correct translation of query among all 

possible translations provided by bilingual dictionary is 

referred to as the problem of translation selection.The 

word-based model for translation selection uses words as 

unit for translation which is most simple but also leads to 

several translation ambiguities. Hence research efforts are 

focused on choosing phrases that are more specific and 

reduce the translation ambiguities [11]. 

A study has been carried out by Ballesteros and Croftto 

determine the role of phrases in query expansion using 

local context analysis and local feedback with an attempt to 

reduce errors in automatic 

dictionary translation [12]. 
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Finding the concepts represented by set of lexical items 

sharing similar meaning is a complex and error prone task. 

The framework proposed by Davidov and Rappoport, 

whichutilizes multilingual information from the web to 

extend concepts represented by a given a set of terms in some 

language can discover a substantially large number of terms 

while retaining high precision by disambiguating them using 

web counts [13]. 

Retrieval by representing documents using words may lead 

to irrelevant results due to ambiguity. Representing 

documents by word senses may improve retrieval 

performance as they represent semantics of the text creating a 

basis for lexical semantic relationship useful in construction 

of thesauri. Krovetz and Croft have described experiments on 

test collections to discover the degree of lexical ambiguity 

and utility of word senses for discriminating between 

relevant and nonrelevant documents [14]. 

Ideally dictionaries should contain words that may occur 

in documents being searched but actually are static in nature, 

updated occasionally and may not maintain the vocabulary in 

live corpora. This gives rise to the out-of-vocabulary (OOV) 

problem that can have severe impact on the retrieval results 

in CLIR systems. A hybrid technique for dictionary-based 

query translation which follows a graph-based model for 

resolution of candidate term ambiguity with a pattern-based 

method for the translation of out-of-vocabulary (OOV) terms 

is proposed by Zhou, Truran, Brailsford and Ashman. The 

experimental results of this hybrid technique performed on 

NTCIR test collections have shown a substantial increase in 

retrieval effectiveness over various baseline systems 

incorporating machine and dictionary-based translation [15]. 

Although most of the CLIR techniques incorporate token-

to-token mappings from bilingual dictionaries, some 

statistical translation models use multi-term phrases, term 

dependencies, and contextual constraints yielding better 

results. A promising approach has been introduced by Ture, 

Lin and Oard, which combines representational advantage of 

probabilistic structured queries with the richness of the 

internal representation of a translation model with the help of 

term translation probabilities generated by alternative query 

translation [16]. 

Approaches like measuring the coherence of translated 

word to the entire query helps to resolve translation 

ambiguity in dictionary-based CLIR wherein the coherence 

score of a translated word is computed using word co-

occurrence statistics. The algorithm designed by 

Pourmahmoud and Shamsfardselects best translation 

according to a combination of its coherence with other 

translated words and word translation probabilities from 

dictionary [17]. 

Relevance feedback (RF) is an effective technique in 

which queries are reformulated before and/or after translation 

for improving retrieval effectiveness in cross-language 

information retrieval (CLIR).By selecting better query terms, 

it can enhance query translation by adjusting translation 

probabilities thereby resolving some out-of-vocabulary 

terms. A Relevance Feedback method called translation 

enhancement (TE) is proposed by Daqing He and Dan Wu, 

“which uses extracted translation relationships from relevant 

documents to revise the translation probabilities of query 

terms and to identify extra translation alternatives if available 

so that the translated queries are more tuned to the current 

search”[18]. 

Several online machine translation (MT) systems have 

empowered the cross-language information retrieval 

(CLIR) systems for effective query translation. Set of 

experiments conducted by Dan Wu, Daqing He, Heng Ji 

and Grishmanusing Google Translate have shown that 

machine translation (MT) is an excellent tool for query 

translation which when coupled with relevance feedback 

can achieve significant improvements over the monolingual 

baseline. It is further found that MT based query translation 

is effective for both short as well as long queries [19]. 

Unavailability of test corpora and computational cost for 

building corpora, limits the effectiveness of parallel corpus 

approach to CLIR,inviting research for tapping potential of 

other knowledge based approaches.Sadat, Maeda, 

Yoshikawa and Uemurahave worked on query translation 

and disambiguation to improve the effectiveness of 

information retrieval by combining statistical 

disambiguation method both before and after translation. 

Evaluation of the disambiguation method applied to 

French-English Information Retrieval using TREC data 

collection has proved the effectiveness of this method [20]. 

In a Web directory based CLIR method proposed by 

Kimura, Maeda, Yoshikawa and Uemura, feature terms are 

extracted from web documents for each category in the 

source and target languages. By comparing a particular 

category in a language with categories across different 

languages, one or more corresponding categories in another 

language are determined based on the similarity index. 

Results obtained by testing various methods including 

employing corpus statistics for the translation of terms and 

disambiguation show that these methods are heavily 

affected by the domain of training corpus significantly 

reducing the retrieval effectiveness for other domains [21]. 

A query disambiguation method independent of a 

particular domain using Web directory as the corpus is 

proposed by Kimura, Maeda, Hatano, Miyazaki and 

Uemura. It is based on estimating for domains of the query 

using hierarchic structures of Web.Web directories written 

in many different languages are utilized as “multilingual 

corpus for disambiguating translation of the query and for 

estimating the domain of search results using hierarchic 

structures of Web directories”[22]. Experimental 

evaluations have shown improvement in retrieval accuracy 

effectively restricting the target fields of query using lower 

level merged categories and thereby obtaining most 

suitable translation of the query. This method is effective in 

especially when the document collection includes a wide 

range of domains like the Web. 

Corpus-based disambiguation methods are used to 

translate terms and their disambiguation but are 

significantly affected by the domain of the training corpus 

as CLIR methods need to be independent of specific 

domains. Variations in web page layouts and writing styles 

make it difficult to extract term translations from bilingual 

web pages that may consist of rich pool of term translation 

knowledge.  
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Based on the observation that translation pairs on the same 

web page follow similar patterns, a new extraction model has 

been proposed by Lei Shi, which adaptively learn extraction 

patterns and exploit them to facilitate term translation mining 

from bilingual web pages. Experiments on TREC Collections 

reflect that this adaptive web mining model improves query 

translation providing better extraction coverage leading to 

significantly effective retrieval with higher accuracy [23]. 

As the effectiveness of translation models usually suffers 

due to the lack of large parallel corpora, Jiang Chen and 

Jian-Yun Niehave described a parallel text mining system 

that searches for parallel texts between Chinese and English 

automatically on the Web and this parallel corpus is then 

used to train a probabilistic translation model for translating 

queries.The feasibility of statistical translation model has 

been investigated and it is found that the generated 

evaluation lexicons providedresults with better precision 

using this relatively noisy Chinese-English parallel corpus 

constructed from the Web [24]. 

Results obtained by studies on translation of terms using 

corpus statistics alongwith disambiguation reveal that 

domain of training corpus affects the corpus-based 

disambiguation methods, significantly reducing the retrieval 

effectiveness for other domains. Hence a CLIR method 

employing a Web directory provided in multiple language 

versions is proposed by Kimura, Maeda, Yoshikawa and 

Uemura, which extracts feature terms from web documents 

for each category in both the source and target languages and 

compare the similarities between categories across 

languages.Ambiguities generated using dictionary translation 

can be reduced with these category pairs by narrowing the 

categories to be retrieved from the target language. The 

proposed method which is independent of a particular 

domain uses a Web directory for CLIR and is effective since 

it covers wide range of domains such as the Web in its 

document collection [25]. 

Tholpadi, Bhattacharyya and Shevadehave explored using 

auxiliary language corpora for translation induction and 

semantic relatedness measurement in the cross-lingual 

domain and by creating two new human-annotated datasets 

have demonstrated significant gains in the performance for 

21 language pairs when using auxiliary languages for the 

CC-CLSR task [26]. 

III. APPROACHES TO CLIR 

Sadat et al.have focused on a combined approach for 

query translation and disambiguation using methods that do 

not rely on scarce resources such as parallel corpora but use 

Bilingual Machine Readable Dictionaries (MRDs) as an 

alternative. Using ranking and selection of source query 

terms, this combined statistical disambiguation approach 

applied before and after translation, can select best target 

translations and significantly reduce errors generated by 

simple dictionary translation [20]. 

For English-Hindi based CLIR system, Katta and Arora 

have applied Naïve Bayes and particle swarm optimization 

algorithms to improve ranking and searching aspects of a 

CLIR system by matching terms contained in documents to 

the query terms in same sequence as present in the search 

query. A basic English-Hindi CLIR system which uses 

English to Hindi translator, a synonym generator and a 

query suggestion part; is improvised by incorporating PSO 

and Naïve Bayes algorithms to the system for effective 

searching and ranking using n-gram matching.A bilingual 

English-Hindi translator is used in this approach alongwith 

Hindi query extension and synonym generation which 

retrieved more relevant results in an English-Hindi based 

CLIR [27]. An approach involving pre and post query 

expansion is proposed to improve the performance of 

English-Hindi CLIR system using Local Expansion using 

initial query, definition based pre query expansion and 

keyword ranking. Experiments of the proposed approach 

performed on FIRE 2010 (Forum of Information Retrieval 

Evaluation) datasets have shown significant improvements 

in performance of English-Hindi CLIR system in terms of 

average precision[28]. A hybrid approach for Persian-

English CLIR is proposed which exploits “a combination of 

phrase reorganization, pattern based phrase translation and 

query expansion before and after translation along with a 

probabilistic algorithm to choose the best translation of 

words and phrases”, finally ranking documents according 

to statistical language model[17]. A method for creating a 

comparable text corpus has been presented by Talvensaari 

et al.wherein keys with best resolution power are extracted 

using the relative average term frequency (RATF) value 

from the source document collection. These keys are then 

translated into the language of target collection using a 

dictionary-based query translation method. Executing these 

translated queries against target document collection, 

formed comparable collection containing alignment pairs 

for the retrieved documents that matched a similarity score 

criteria, which further was used as a similarity thesaurus to 

translate queries in addition to a dictionary-based translator. 

This approach aligns two document collections in different 

languages as a top-N-ranking document hierarchy.The 

effectiveness of the approach is tested with several 

combined CLIR approaches based on comparable corpora, 

dictionary-based query translation, and pseudorelevance 

feedback. The results have shown that this combined 

approach outperformed translation schemes using either 

dictionary-based translation or corpus translation only [6]. 

There are three possible approaches to translation 

including use of machine translation (MT) system, 

bilingual dictionary, and a statistical/probabilistic model 

based on parallel texts.MT systems primarily focus on 

producing syntactically correct sentences usually selecting 

one of several possible translations of a word which may 

end up selecting a wrong equivalent of the word in target 

language leading to retrieval of irrelevant results. Every 

bilingual dictionary usually has many translations of a word 

reflecting different meanings that may cause ambiguities 

and may add substantial noise to the retrieved results. 

Another approach based on the corpus of parallel texts 

establishes translation correspondences between group of 

words or sentences with their target equivalent which 

enables determining the most probable translation of a 

word.  
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This approach does not require any bilingual dictionary or 

a MT system and can be made specific to a domain thereby 

reducing noises and improving retrieval results.Nie, Simard, 

Isabelle and Durand have investigated a flexible 

probabilistic translation model constructed by automatically 

gathering parallel texts from the Web for English-French 

languages in order to construct a reasonable training corpus. 

The results obtained after evaluation of the model applied on 

5000 documents are close to that of using an MT system and 

can be used for CLIR where appropriate parallel corpus is 

available. Although the probabilistic translation approach 

using parallel corpora may eliminate the need of using a MT 

system, it usually suffers from a major obstacle of 

unavailability of parallel texts [29]. 

Another approach to resolve translation ambiguity is by 

computing the coherence of a translation word to the entire 

query which is computed using word co-occurrence statistics. 

Liu, Jin and Chai have proposed a statistical model named 

Maximum Coherence Model, which estimates the translation 

probabilities of query words that are consistent with the word 

co-occurrence statistics. This model estimates the translation 

probabilities of query words which resolves the translation 

uncertainty problem and drops the translation independence 

assumption by estimating translation probabilities for all 

query words simultaneously. Evaluation of the model with 

TREC datasets have shown substantial improvement over 

other selection-based approaches using word co-occurrence 

statistics for sense disambiguation [10]. 

A CLIR method is proposed which employs two or more 

language versions of a Web directory, one of which is the 

query language and others are the target languages. Category 

correspondences between languages are estimated in advance 

by extracting feature terms for each category in both source 

and target languages. Category pairs are formed across 

languages by comparing similarities among them; which are 

helpful in resolving ambiguities of simple dictionary 

translation [21]. A simple cost-effective corpus-based 

dictionary construction approach using a word-extraction 

algorithm which utilizes local contextual information can 

outperform static dictionary and the bigram indexing 

approach mainly because the constructed dictionary size is 

relatively smaller than that of a static dictionary.Jin and 

Wongconstructed Chinese dictionaries from different Chinese 

corpora and applied the words from these dictionaries for 

indexing in information retrieval. Results obtained for three 

different Chinese corpora have shown effective retrieval 

using indexes based on the constructed dictionary. During 

translation in cross lingual information retrieval, inference is 

primarily based on word relations and hence word-based 

indexing might be a most suitable approach [30]. 

An approach involving the Hidden Markov Models is 

proposed by Jinxi Xu and Weischedel, based on the 

probability of generation of a query in one language from a 

document in another language.  This integrated probabilistic 

model requires only a bilingual dictionary as a resource and 

combines probability model of term translation and retrieval. 

Results of experiments using English queries to access 

Chinese documents (TREC-5 and TREC-6) and Spanish 

documents (TREC-4) show effectiveness of the model using 

bilingual dictionary by reducing the performance degradation 

caused due to translation ambiguity. The method uses Hidden 

Markov Model (HMM) instead of using tf-idf to estimate 

the probability of a document relevance against the given 

query, integrating two simple estimates of term translation 

probability into the monolingual HMM [31]. 

Several experiments were performed on NTCIR-4 test 

collections by Jacques Savoywith an objective to review 

the retrieval effectiveness of various vector-space and 

probabilistic models used for monolingual searches and to 

determine effectiveness of various automated and freely 

available tools to translate English queries into some of the 

Asian languages to retrieve pertinent documents in these 

languages.The evaluation results demonstrated that the 

“Lnu-ltc” vector space model and the Okapi probabilistic 

IR model show better retrieval performance levels when 

indexing Asian languages based on bigrams and the Blind-

query expansion approach is proven to be worthwhile 

especially for processing short queries [32]. 

Distributed word vector representations are being 

popular in Natural Language Processing (NLP) tasks and 

are used to identify similar contextual words. Effectiveness 

of word vectors in Hindi-English CLIR has been analyzed 

bySharma and Mittalusing SkipGram Model (SGM) to 

learn bi-lingual word vectors from sentence aligned 

comparable corpus, aligning the source and target language 

words from the corpus using IBM model and finally 

selecting best target language translation with the help of 

top-n word alignments and word vectors [33]. 

IV. CONCLUSION 

The exponential growth of information on web in 

multiple languages and the availability of abundant 

linguistic resources have contributed to rapid growth for 

research in the Cross-Language Information Retrieval 

(CLIR). Beginning with manual translation of queries 

researchers have presented various approaches for 

automatic translation of queries and documents including 

Dictionary-Based Translation (DT), Corpus-Based 

Translation (CT) and Machine Translation (MT). Each of 

these approaches have certain limitations and challenges 

during implementation, inviting further research in this 

domain. Ambiguity is one of the major challenges faced in 

dictionary-based translation approach, building parallel 

corpus is a bottleneck in the successful implementation of 

corpus-based translation while availability of a powerful 

machine translation tool is a hurdle in success of machine 

translation approach. Accepting the challenge, several 

researchers have developed and evaluated numerous 

models and approaches to overcome these challenges and 

have presented very promising results that enhance the 

retrieval outcomes. In this article we have attempted to 

review some of these approaches like using indexing, 

phrases, context analysis, relevance feedback, term 

dependency, coherence score and some statistical 

approaches. Some approaches using tools like Google 

Translate, web directories and repositories, bilingual 

machine-readable dictionaries, etc. are also studied.  
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The results obtained by the researchers by evaluating 

approaches involving use of Naïve Bayes and particle swarm 

optimization algorithms, relative average term frequency, 

Probabilistic Translation Model, Maximum Coherence 

Model, category correspondences, Hidden Markov Model, 

etc. demonstrate improvement in retrieval. 

The effectiveness of vector representations of words and 

phrases using some of the vector space models and 

probabilistic models for information retrieval is very 

promising and may be explored further. Blending some of 

the approaches presented earlier with Vector Space Model, 

which is one of the most famous and effective models for 

monolingual information retrieval would certainly enhance 

accuracy of retrieval results in Cross Language Information 

Retrieval. 
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