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Abstract: The growth of Cloud Computing is the outcome of 

numerous benefits associated with this technology. Like: Reduce 

Energy consumption, waste & carbon emission and affluence & 

Comfort of its working apparatus.  At the same point of time its 

security concern is making vibrations in the research Community 

and regulating organizations to find the means of making it a 

secure and reliable stream where consumers’ interests are 

ensured & protected. More uncertainty arises in this sector, when 

data theft cases are cracked up and consumers have 

compromised some confidential details due to intentional or 

unintentional action of Cloud providers.  It leads the need of 

Trust evaluation of the provider. This trust evaluation should be 

in the quantitative terms and completed before selection & 

registration with the provider for cloud services. This paper is 

using predictive modeling technique to predict the trust level of 

the provider. Classification, a supervised Machine Learning 

technique that uses certification attainment status of the provider 

to predict its trust level.   

    Keywords: Prediction, Classification, Decision Tree, Trust 
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I. INTRODUCTION

A. Related Work

Cloud Computing has become the necessity of the small

and big organizations because it offers lot of benefits like: 

automatic updates & scaling, backup and recovery, pay as 

you go, no maintenance, and many more [1] [2] [3]. In the 

same era big renowned organizations Like Facebook, 

Microsoft, Marriott International, Zoom, GoDaddy, 

Instagram, TikTok, YouTube  are dealing with the issues of 

data theft / breach incidents [4]. These companies have 

suffered losses in terms of Goodwill and monetary aspects. 

When big organizations can be a sufferer of data breaches 

incidents than others has to be little conscious while 

choosing cloud services. Keeping the utility of Cloud 

services, we cannot just rule out the use of Cloud computing 

but at same point of time we cannot afford to be part of Data 

Breach bucket. The other option is to use the secured 

version of the utility and be vigilant about the norms and 

regulations issued by the government or other regulating 

bodies.  
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A new term “Trust” is also coined in reference to the cloud 

computing. Earlier this term is used various verticals like 

Marketing, Medical, Sales but now it is also denoted  in 

concern with cloud computing between cloud consumer and 

cloud provider. Trust word is explored by different authors 

in different aspects but in authors view:   Cloud consumer 

trust in cloud provider assures that under any normal or 

abnormal circumstances cloud provider will not compromise 

consumer’s data for any kind monetary, non-monetary or 

personnel benefit [5]. Security and Trust are correlated in 

term of cloud computing. The review and analysis of 

concerned literature has evidenced that lot of current stream 

researchers have done substantial work in this aspect [6] [7] 

[8] [9]. Researchers have taken security as a base and try to

calculate the trust value of the provider [10] [11]. Along

with security various other parameters Like: SLA,

Reputation, QoS, and many more aspects that are considered

during trust evaluation [12] [13].  As an advancement to the

same area, authors have decide to use ML technique in the

Trust Prediction algorithm. Where on the basis of various

certification status of the provider in various trust

parameters Like Security, Governance, Audit and SLA a

trust value is predicted. The dataset is generated for the

providers from their   public domain information. Dataset

used in the current trust prediction model is based on the

framework that uses the Certification attainment status of

the provider to evaluate its trust value of the provider

Certification Attainment - A Gizmo to Evaluate Provider's

Trust: Trust Evaluation is Grounded on Provider’s

Attainment status Concerning Recommended Certifications.

II. METHODOLOGY

Figure 1: Predictive Modelling Process and its 

implementation in Trust Prediction 

A. Predictive Modeling: Predictive modeling is a

process that practices known outcome to craft, practice and

validate a model. On the basis of this existing model future

behavior or action of something or someone is predicted

[14] [Ref: Figure 1].
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i. Implementation in the trust prediction: In the 

current piece of research authors are using OTF (Overall 

Trust Factor) of a provider [ that is calculated on the basis of 

its Certification assessment status] as primary dataset [with 

known outcome] to practice and validate a model that will 

predict trust value of unknown provider. 

ii. Predictive Modeling Elements: Predictive 

Modeling has two elements: Data & Modeling Technique. 

Modeling   techniques are algorithms/process to generate the 

target variable on the basis of input variables. Different 

modeling techniques can be practiced to generate outcomes 

like: Statistical Mining or Machine Learning” [Ref: figure 

2].  

 

Figure 2: Predictive Modeling Elements [Current 

Selection: Machine Learning] 

Another important element of the Predictive modeling is 

data; the accuracy of the results is based on the consistency 

of the data. After data collection, before implementing it in 

the model data has to pass through various pre-processing 

stages we call it data cleaning.  

B. Implementation of Elements in Trust 

Prediction:  

a. Data: The dataset that authors have used in this 

prediction model is a record of 80 cloud providers. 

Each row of the record set represents the provider and 

its certification details pertaining to the trust 

components [7] [Ref: Table1]. The citied paper done 

by the authors will explain in details the reason and 

calculation of these values in reference to trust 

components like Security, Governance, SLA   and 

Audit. It is important to mention here that certifications 

recommended by CSCC and CSIG in the above 

mentioned areas are used as a base in [15] [16] this 

research work. The sample table represented in the 

Table1 has already pass through various steps of data 

cleaning [17]. Although authors have done some 

modifications in the implementation of these data 

cleaning steps as per requirement of the data set 

collected. 

Table1: Sample table used as dataset in trust prediction 

Prov Sec. Gov. SLA Aud. Trust 

P1 2 1 2 1 High 

P2 2 1 - 1 Med. 

b. Modeling Technique: Among the two predictive 

modeling techniques authors have used ML (Machine 

Learning) in the current piece of research [Reference: 

Figure2]. Machine is an application of artificial 

Intelligence. Machine Learning is a modeling 

technique that can practice predictive modeling 

through an algorithm or automated system that 

improves itself automatically through experience.  

Among the two categories of ML algorithms: 

Supervised and Unsupervised, authors have chosen 

Supervised ML technique where Input objects and 

output variables both are mentioned [Reference: 

Figure3]. Data set used for this research work has 

Predictor (Input) variables like: Security, Governance, 

SLA and Audit and Class Label/ Output variable: Trust 

[Ref: Figure4] [Ref: Table1].   

 

Figure3: Supervised & Unsupervised Model of Machine 

Learning  

Figure4:  List of Predictor variables and class Label used 

in Trust Prediction 

c. Supervised Machine Learning Algorithm [Decision 

Tree]: Among the long list of supervised Machine 

Learning algorithms like: K-means, Random forest, 

Linear Regression, Logical Regression, Decision Tree 

and SVM (Support vector Machine). Authors have 

chosen “Decision Tree “ to make predictions in this 

case  as its very prevalent, very easy to understand, it 

generate rules, it also indicates the importance of fields 

and most important it accepts both numerical and 

categorical data. Various algorithms like C4.5, C5.0, 

CART, ID3 can be used to prepare Decision Tree. 

Authors have used ID3 algorithm for generating tree in 

this research.   

d. Steps of constructing Decision Tree through ID3 

algorithm: 

i. Entropy:  Entropy is the major of randomness in the 

information being processed. If the entropy is higher 

than it is really difficult to draw any conclusion from the 

information. Entropy decides how Decision tree will 

split the data.  If the sample is homogeneous, Entropy is 

0 and if sample is equally divided Entropy is 1.  
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Figure 5: Formula for calculating Entropy for the data 

ii. Information Gain: Information gain is based on the 

decrease in Entropy after the data set is split on an 

attribute. In order to construct the “Decision Tree” we 

have to calculate the attribute with highest information 

gain. Attribute with highest information gain means it has 

most homogeneous branches. So the information gain is 

calculated for all the four attributes. 

 

Figure 6: Calculation of Information for the 

variables of the Dataset 

iii. Tree Construction:  In order to construct the tree it is 

required to calculate the information gain of all four 

predictor variables [ Ref: Figure 7].  Among all four 

predictor variable, Security has maximum information 

gain so security should be used as a root node for the tree 

and all three possible values of  security (0,1,2) will be 

treated as branches of the tree [Ref figure8]. 

 
Figure 7: Information gain of 4 predictor variable 

 

Figure 8: Level 0 Decision tree split on behalf of Root 

Node (Security) 

iv.Which means the complete dataset is divided into three 

branches where security=0 or security=1 or security=2.  

Now after splitting we need to check the value of the target 

variable in concerning rows to decide for further splitting or 

assigning a class label. Refer Table2 that shows the records 

where security =2. There is only one target variable “High” 

means we have pure dataset and there is no need of further 

splitting [Ref: Figure9]. The same is checked for records 

where security= 1 [Ref Table3] or security=0 [Ref Table4]. 

The target variable is not same in both the cases so further 

splitting of node is required.  

 

Figure 9: Decision tree level 1 

Table2: Data-Frame when security=2 

 

Table3: Data frame when Security=1 

 

Table4: Data frame when Security=0 

 
So again splitting is done on the basis of remaining three 

attributes by calculating the information gain again. For rest 

three predictor variables. The same process is repeated at 

each level till either of the condition is true: Either the 

resulted records is pure dataset means all the records will 

have same target viable Or all the predictor variables are 

consumed as splitting node. The final tree for this dataset 

after splitting can viewed in figure 8. 

 
Figure 10:  Level 3 Decision tree 
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III. RULES EXTRACTION: 

The best part of using this decision tree is that after 

construction of the tree one can derive rules out of tree by 

looking at the nodes and branches and further these rules 

can be used to make predictions. On the basis of the drawn 

in Figure 10 one can identify various rules. Kindly refer 

Figure 11 for the rules that are generated from the final tree.  

 

Figure: 11 Rules generated from Decision tree 

IV. RESULT ANALYSIS: 

 Once the tree construction is complete, it is required to 

check the accuracy of the algorithm and also the outputs 

generated by the algorithm for unknown datasets.  The same 

has been done through Confusion Matrix.  Table5 shows the 

confusion matrix created for the same dataset. 

 

Table 5: Confusion Matrix for the unknown dataset. 

With the help of confusion matrix [Ref: Table5] Accuracy 

Score, Misclassification Rate, Classification Report, 

Precision score, Recall score. All these scores indicates that 

the prediction algorithm generates satisfactory results [Ref: 

Table 6]. 

Table 6: Classification Report of Decision Tree 

Constructed On Above Mentioned Data 

 

V. CONCLUSION AND FUTURE SCOPE 

 The current research piece is using Decision Tree algorithm 

to make predictions and results are quite satisfactory, there 

are many more algorithms that can be used as supervised 

ML algorithms like SVM (Support Vector Machine) , 

Random forest an many more. The authors have an intention 

to use the same and then compare the results generated by 

these different algorithms.  
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