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 

Abstract— The joint approach of integrating selective 

encryption & coding optimization is presented in this paper. 

Binary bit stream of the input is divided into the plaintext chunk of 

64 bits. Random Key of 128 bits is generated. Key bits are then 

selected randomly. These randomly selected bits are change again 

randomly according to plaintext bits. Hamming distance is 

calculated in between the plaintext & changed key bits. Based on 

this Hamming distance codebook is form. Index of the codeword 

is treated as a cipher text which is itself a compressed code. Two 

levels of encryption is achieved in this work which makes the 

algorithm more secured than other encryption algorithm. The 

proposed algorithm is compared for standard test image on the 

basis compression performance & computational complexity. The 

result taken shows better performance of the proposed method 

over other standard methods 

       

Index Terms— Hamming distance, Polygram substitution, 

Key, Encryption, Compression.   

I. INTRODUCTION 

Multimedia data security using encryption techniques 

became more important now a days because of the 

transmission of the data on open network. The large size 

of audiovisual data requires a considerable amount of 

computational cost.[1] – [3].Encryption algorithm should be 

strong enough that the time and resources lost by the attacker 

while decoding the code and tracking the algorithm should be 

more than actual value of information. The sender generates 

the message containing the information to be communicated. 

This message is in plain text and therefore cannot be 

transmitted on an insecure channel. Hence this message is 

encrypted using the encryption algorithm to generate cipher 

text. A secret key is used by the encryption algorithm to 

generate cipher text which is known only to the sender and the 

intended receiver. This cipher text can be interpreted only by 

those individuals whose know how it was encrypted i.e. who 

have the decryption algorithm and the secret key. The 

intended receivers decrypt the message by running the 

decryption algorithm and obtain the readable copy of the 

message. The time and resources taken to recover the 

plaintext, measures the strength of a cryptographic method 

[4]. The early shift ciphers were very vulnerable to attacks. 

However the substitution cipher is more complex than a 

standard shift cipher[5]. The proposed algorithm is based on 

Polygram substitution which provides complex cipher. 

Polygram substitution permits arbitrary substitution for the 

group of plaintext bits. 
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Encryption is performed on the selective key bits by 

changing these bits with respect to the decimal value of the 

plaintext bits. Encryption algorithms have a property to 

randomize the source data and thus negatively affect 

compression performance. The attempt is made here in this 

work to create an encryption that preserves also the 

compressibility of the data. To compress the data Hamming 

distance of the transformed key bits with the actual key bits 

are taken into account and Polygram substitution is used to 

optimize the bits. The compression in this algorithm not only 

conserve the bandwidth require for data transmission but also 

provide another level of security for the data. This algorithm 

reverse the order of compression &encryption i.e. Encryption 

prior to compression without compromising compression 

efficiency or information theoretic security. 

 The proposed Joint selective encryption & compression 

algorithm is immune to security attacks because of large size 

of the randomly generated key and flexible as well as adaptive 

nature of the algorithm to generate different ciphers even for 

the same plaintext with a lower computational cost.

 Simulation results are tested for the image input on the 

parameters of Compression Ratio and PSNR.These 

parameters when compared with the other algorithm provides 

better results. 

II. PRPPOSED SCHEME 

Hamming Distance Polygram Substitution (HDPS) algorithm 

work on the two different approaches for similar and 

dissimilar bits in the plaintext bit stream. Both these 

approaches are explained below using mathematical model. 

This algorithm uses a joint mechanism of encryption & 

compression. The encryption is a selective encryption .  

Analysis and experimental results indicated that the selective 

encryption algorithm is not suitable for the multimedia 

applications. the basic concept of selective encryption 

is to select the most important coefficients from either final 

results or intermediate steps of a compression system, and 

then encrypt them . Another problem with these algorithms  is 

that they decrease compression efficiency. However result of 

HDPS algorithm shows that irrespective of the selective 

encryption technique used in the algorithm, HDPS gives 

better performance in compression as well as in 

computational complexity. 

MATHEMATICAL MODEL 

X    Input binary data of 8 bits 

Y    Randomly generated binary Key of 8 bits 

ZE    Encrypted binary output  

ZC    Compressed binary output  

WC  Decompressed binary 

output  

WD  Decrypted binary output  
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X = {Xi}  &   Y = {Yi }       Where i = 0 to 7 

 

 

I. DISIMILAR BITS APPROCH 

2
i
   = ∆ Yi 

ZE  = ∆Y = {∆Yi }    

Hd [∆(Y1  Y0), (Y1 Y0)] = 1 

Hd [∆(Y3 Y2), (Y3 Y2)] = 1 

Hd [∆(Y5 Y4), (Y5 Y4)] = 1 

Hd [∆(Y7 Y6), (Y7 Y6)] = 1 

i.e.   Hd [∆(Y3Y2Y1Y0), (Y3Y2Y1Y0)] = Hd [∆(Y7Y6Y5Y4), 

(Y7Y6Y5Y4)] = 2 

Hence Hd [([Yi]  , [∆Yi] )]  = 2 

 i.e. Suppose for Y & Y’ represents changed bit , then for 

Hamming distance of  Two there are  Total Six possible 

numbers as 

1. Y3Y2Y1'Y0' 

2. Y3Y2'Y1Y0' 

3. Y3'Y2Y1Y0' 

4.  Y3Y2'Y1'Y0 

5.   Y3'Y2Y1'Y0 

6. Y3'Y2'Y1Y0 

 These Six numbers can be code using Three bits as 

1. Y3Y2Y1'Y0'    001 

2. Y3Y2'Y1Y0'    010 

3. Y3'Y2Y1Y0'    011 

4. Y3Y2'Y1'Y0    100 

5. Y3'Y2Y1'Y0    101 

6. Y3'Y2'Y1Y0    110    

 Hence the resultant code is the pair of Two 3-bits numbers 

(Total Six bits) that results into compression.   Let Sic is the 

set of Index of Hamming Distance between ∆Y& Y. Since 

total numbers of 4-bit number having Hamming distance of 

Two, are Six, they can be index by using 3-bits. 

 i.e. {Sic} = {001,010,011,100,101,110} 

Thus    ZC = Sic  

 WC = Sic                     

∆Yi = f [ ( Yi , Wi )] 

WD = i € ∆Yi = 2
i
 = [Xi]  

Hence        WD = X  

II. SIMILAR BITS APPROCH 

  

If =   

i.e =   = 00 

Then  ZE =  aaaa   

 & ZC = 00      

Wc = aaaa         

 & WD = 0000      

III. COMPUTATIONAL COMPLEXITY 

Computational Complexity of the algorithm is evaluated by 

calculating the number of operations requires for the Plaintext 

Set up, Key Set up, Encryption &Compression [37] of the 

algorithm. 

1. Plaintext Setup Cost (PS): 

 When multimedia input is provided to the algorithm; it is 

first converted to Binary bitstream.Let us consider that the 

single operation is require for conversion of the input to 

binary bit stream (Con).Another operation is require for the 

division of binary bit stream into 64 bits each (Div).There 

after single operation is requires to form a chunks of 4 bits in 

each 64 bit frame (C4).Hence for 64 bit frame the number of 

C4 operations requires to be  64/4 = 16. 

 Total Plaintext Setup Cost is the algebraic sum of 

operations mentioned above. 

i.e. PS = 1(Con) + 1(Div) + 16(C4) = 18 

2. Key Setup Cost (KS):  

  The Key setup cost includes all the computations prior to 

actual encryption process of the first bit of the plaintext 

[1].Let us assume that the single operation is requires for 

random key generation of 128 bits by using Pseudorandom 

Sequence generator for each 64 bits (KG).Key bits are 

selected thereafter randomly equal in number with the 

plaintext bits (KB). Then chunks of 4 bits are formed from 

total 64 KS bits that requires 16 operations (K4).Thus total 

Key setup cost is given by 

    KS = 1(KG) + 1(KB) + 16 (K4) = 18 

3. Encryption Cost (E): 

  Selective Encryption technique is employed in proposed 

algorithm. It starts with the finding of decimal value of the bits 

from every chunk of 4 bits ( 2
i
). If this is consider as 

a single operation then for each chunk 2 operations are 

require. Since each 64 bit frame has 16 chunks, total 16* 2 = 

32 such operations are requiring. According to decimal value 

of  bits, A single bit of K4 gets change. Hence total 32 KB bits 

gets change requires 32 operations (∆KB).Hence total 

Encryption Cost is 

   E = 32 ( 2
i
) + 32(∆KB) = 64 

4. Compression Cost (C): 

 In the proposed scheme compression requires Hamming 

Distance (HD) calculations and Polygram Substitution. (PS). 

Cipher text (Ci) available as a input to compression process is 

the combination of KG & ∆KB bits. Compression procedure 

starts with the formation of the codebook on the basis of 

Hamming distance. Using 4 bit binary total 16 codes are 

possible. For each 4 bit chunk of the cipher text code (Ci4) 

total 6 codes are at a Hamming Distance of 2 from that 

particular code. These 6 codes are index using lesser bits. 

Each Ci4 is entering in the codebook against the 6 codes of 

Hamming distance 2 from particular Ci4 and its 6 indices. For 

codebook formation each Ci4 requires 6 operations for 6 

codes and another 6 operations are requires for 6 indices. It 

means that each Ci4 requires 12 operations. Since there are 16 

Ci4 in 64 bits, the number of operations requires to be 12*16 

operations (CO). The algorithm compares the bit of cipher text 

with the bits of KG, chunk by chunk. Since in 64 bits there are 

16 chunks, 16comparisions are requires (CP).Comparison is 

to find out Hamming distance code which exist in codebook 

from each 4 bit chunk of KG by noticing the changed bits. For 

16 chunks of KG, requires 16 such operations (HdC).Each 

(HdC) is there after replace by the corresponding Codebook 

Index of 3 bits results into compressed code  further requires 

16 operations ( CI). Thus total Compression Cost is given by  

C = 12 * 16 (CO) + 16 (CP) + 16 (HdC) + 16   (Ci)  

        = 240  

Total Computational Cost of the algorithm is 

        CC = PS + KS + E + C    

 

 

 



International Journal of Innovative Technology and Exploring Engineering (IJITEE) 

ISSN: 2278-3075, Volume-2 Issue-3, February 2013 

213  

 

Retrieval Number: C0468022313/2013©BEIESP 

Published By: 

Blue Eyes Intelligence Engineering 

& Sciences Publication  

     = 18 + 18 + 64 + 240 

   = 340 operations. 

However the Average value of the Computational Cost is less 

than 340 operations for maximum input frame size of 64 bits. 

The above cost is calculated by considering first 2 bits of the 

C4 are not similar with the next two bits of the plaintext. When 

they are similar algorithm work with different approach 

results into lesser value of Encryption and Compression cost 

as explained below 

5. Encryption Cost for Similar Bits (ES): 

       In this case algorithms need not to calculate 2
i
. 

Also ∆KB operations are  not require. There is Direct 

Assignment of the the alphabets like aaaa depend upon the 2 

bit similarity for C4 irrespective of the KB. Hence for 16 

chunks, 16 such operations are reqires(DA). 

Hence ES = 16(DA) = 16  

Average value of the Encryption Cost (AE) 

= E + ES / 2= 64 + 16 / 2  Thus, AE = 40  

6. Compression Cost for Similar Bits (CS): 

When the first 2 bits of  C4 is similar with next 2 bits, steps 

taken by the algorithm is comparatively simple results into 

very less computational cost. In this case there is no need of 

codebook formation and further operations. However 

encrypted DA is replace by 2 bits depend on the form of DA.If 

16 such DA are consider in 64 bits, then 16 replacement 

operations are requires(R2). 

Hence CS = 16 (R2) = 16  

Average value of the Compression Cost (AC)  

= C + CS / 2 

 = 240+ 16 / 2 = 128 

 Thus, AC = 128      

The average value of computational cost of the algorithm is  

ACC = PS + KS + AE + AC   

         = 18 + 18 + 40 + 128 

         = 204 operations.  

   The another approach handled by the algorithm for Similar 

bits not only reduce the average computational cost but also it 

provide another level of security as the cipher text is the 

mixing of the code provided by both these approaches. 

Because of this fact it is too much difficult to guess the 

plaintext by the adversary.   

IV. RESULT & DISCUSSION 

The HDPS algorithm is tested on the basis of the 

compression performance . MATLAB 2010a Simulation tool 

used for the testing of JPEG 2000 standard Leena test image. 

The results of HDPS are compared with the Optimized 

Multiple Huffman Table (OMHT) .The comparison of the 

result & Leena image is given as below. 

 
Fig 1. Leena JPEG 2000 Test Image 

 
Fig 2. Result Comparision 

The above result showe that the Compression mechanism 

used by the HDPS is superior over OMHT algorithm.  This is 

because of the fact that in HDPS image is compressed by 

taking into account the codebook values .However for OMHT 

image is compressed by converting it into single vector.  

The another result & comparision is based on the Key set up 

cost & Encryption cost.  

   

   

   

 
Fig 3. Encryption Cost 
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Fig 4 Key Setup Cost 

From Fig 3, it is clear that Encryption cost of the HDPS 

algorithm is high as[37] compare to other algorithms. But this 

high value of the encryption cost is compensated by the Key 

Setup cost as shown in fig 4. Hence overall average 

computational cost is very less with scarifying the 

compression performance as 

well as security.   
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V. CONCLUSION 

Hamming Distance Polygram Substitution (HDPS) algorithm 

based on joint selective encryption and  compression 

approach proves superior in computational complexity as 

well as compression performance over standard algorithms.   
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