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Abstract— Electronics components in many application required
maximum level of fault tolerance and high reliability .
Application like avionic, railway ,deep space mission can serveas
an example of these applications. In these applications,
electronics components are exhibited to the environment
conditions, from among them especially cosmic radiation can
have an undesired and destructive effect. In this paper,the design
and implementation of BIST based CAN bus control system into
FPGA isdescribed. The bus control system uses CAN Aerospace
application protocol .the fault tolerant features of the developed
system are improved by BIST architecture. Then, experiments
With SEU injection into the FPGA configuration memory with
both non-TMR and BI ST architectures are described, the results
presented and evaluated.
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Multiple methods of FPGA programming have been skxyj
including antifuses, SRAM, and EEPROM/FLASH.
Currently, SRAM-based FPGAs are the most popuize,td
the high number of reconfiguration cycles they supand
the relative ease of programming. An illustratidracbasic
FPGA architecture is given in Figure.1. Switch boaéwires
segment intersections provide routability throulgé tise of
programmable interconnect points (PIPs),
programmable connections between wires. The switotes
and wire segments form an interconnect matrix. t.ddpcks
tap into this matrix using connector blocks (alsmkn as
input/output multiplexers).The logic blocks are thudput,
multi-output digital circuits capable of implemergi both
combinational and sequential designs. They arellysnade

which are

up of lookup tables (small ROMs), multiplexers, and
flip-flops, although alternative architectures habeen
This paper is about fault tolerant CAN bus consyatem. we devised. Multiple blocks are connected togethesubh the
are using FPGA as a platform for implementation. Ndge programmable routing matrix to form complex desjgngh
used BIST method to reduce complexity of systeme Thas high-resolution multipliers and state machir@secific
complexity of digital systems have a significantpaat on FPGA architectures(i.e., Xilinx Virtex, Altera Apphave
reliability and diagnostic features of these systemadditional features such as direct PLB to-PLB catinas
FPGA-based systems are becoming increasingly pofarda (not part of global routing matrix), carry logio(that PLBs
space-based applications due to their high-throuighpmay be chained into adders), and multi-row and roalu
capabilities and relatively low cost. When faulte detected length wires. These features fit within the framengiven in

in any part of the system implemented into FPGAnthe Figure.1 by simply passing through connector and/or
possibility to reconfigure it and extend its lifeg exists. switchboxes.
SRAM-based FPGAs are susceptible to radiation-iaduc

Single Event Upsets. SEU causes the change irtdteaf a Wire sagment
digital memory element caused by an ionizing pkrtids the l

[. INTRODUCTION

Connector box
!

PIF

Switchbza
ionizing particle passes through the device, cha@e be it e

transferred from one node to another. This chaagester can
lower the voltage of a memory cell and changeriternal
state. SEU occurrence in FPGA memory can be searbip
problem for many digital systems. Therefore, marly F
techniques have been proposed and tested for tmtiga
SEUs in systems implemented into FPGAs.

Possible

Conmeshion

ll. FPGA -
A Field-Programmable Gate Array is an FPD featuring
general structure that allows very high logic cétyac
Whereas CPLDs feature logic resources with a widaber

of inputs (AND planes), FPGAs offer more narrowitog II.
resources. FPGAs also offer a higher ratio of filijps to
logic resources than do CPLDs.

ST

Fig. 1: Generic FPGA Architecture

FAULT

A. CAUSES OF DEGRADATION

There are two types of faults which can affect FBGPhese
are highly relevant as some of the techniques whécte been
developed in response to them can also be apmiéautts
caused by degradation. The first of these is matwfiag
Amit Kumar Bhadrawat, M.Tech Student Trinity Institute of d€fects. Manufacturing defects can be exhibitectieziit
Technology and Research, Bhopal, India. nodes which are stuck-at 0 or 1 or switch too siawimeet
Sourabh Sharma Asst. Prof., (EC)_Department, Trinity Institute of the timing specification. Defects also affect theeiconnect
Technology and Research, Bhopal, India. network and can cause short or open circuits amk sipen
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or closed pass transistors. The second type of fehith is
widely discussed in relation to FPGAs comprisesSSinigle

V. METHODS FOR FAULT TOLERANT
Device-level fault tolerance was initially conceaivas a

Event Upsets (SEUs) and Single Event TransientsI$5E method for yield enhancement .The first configuealsL S|

caused by certain types of radiation. This is oftipalar
concern to aviation, nuclear research and spackcafipns
where devices are exposed to higher levels of tiadiaThe
most commonly considered failure mode is the fligpof an
SRAM cell in the configuration memory. This cauaeserror
in the logic function which persists until the cigufration
memory is refreshed in a process known as scrubliing
recovery method is not applicable to permanentfaidused
by degradation, ways of detecting SEU faults atevemt.
Figure 2. shows the failure rate after the chip ledt the
factory and before the end of its life is typicatignstant and
is due to environmental stresses. The time axis bay
compressed, possibly significantly, if the devisaused in a
harsh environment
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Fig. 2. System failure rate during the life cyele of an FPGA.

IV. LEVEL OF FAULT TOLERANCE

arrays were not reconfigurable, so faults could bet
tolerated dynamically. However, it was perfecthadible to
create a fault-free array out of a larger arrayjtaiimg faulty
processing elements by making permanent configurati
changes during manufacture. Configuration-level Itfau
tolerance attempts to map a system function to taoke
fault-free resources. Taking the system functido account
allows methods to make more informed decisions tbow
faults should be dealt with. A device-level methouaist
consider any resource that is faulty to be unusaBle
configuration-level method, however, may decidé #hgiven
fault does not affect the system, and that theuresois still
usable. For instance, if a LUT bit is stuck at ‘ahd the
system function calls for that particular bit tosba value of
‘1", then the fault does not affect the system aadh be
ignored. This reasoning also holds true for intarmxt
.Configuration-level FT does have drawbacks, thestmo
notable being that an external processor is gdpeegjuired
to analyze and reconfigure the system.

A. Fault Detection

The first step of a fault-tolerant scheme is faidtection.
Fault detection has two purposes; firstly, it aethe
supervising process that action needs to be takenhg
system to remain operational and, secondly, it tifles
which components of the device are defective sa #ha
solution can be determined. These two functions iay
covered simultaneously, or it may be a multi-stpgecess
comprising of different strategies. Fault detectimethods
can be categorized into three broad types:

FPGA fault tolerance methods can be divided int@ twl. Redundant/concurrent error detection uses adufital

groups, based on the level of abstraction at wfaalts are
tolerated. The first group attempts to deal withltiaat the
level of the FPGA hardware. The second group ohouit
takes a higher-level approach, tolerating faulthatlevel of
the FPGA configuration

A. Device Level

Attempt to construct a fault-free array from a Ergrray
containing faulty resources. When faults are disced,
permanent routing and/or logic changes are madanniihe
FPGA, selecting redundant hardware resources taaephe
faulty ones. Because alterations must be made &sttdware

logic as a means of detecting when a logic functsonot
generating the correct output.

2. Off-line test methods cover any testing whicbagied out
when the FPGA is not performing its operationalction.

3. Roving test methods perform a progressive sdatmeo
FPGA structure by swapping blocks of functionalitith a
block carrying out a test function.

B. Fault Tolerance

Hardware level repair has the advantage of beamgprarent
to the configuration. This makes repair a simplecpss, as
the repair controller does not need any knowlediy¢he

level, DL methods are generally only used for yielgplacement and routing of the design. Another bémefihat

enhancement. However, the fact that modificatioesnaade
at the hardware level means that the toleratedsfaare
transparent to the end-user tools

B. Configuration Level

Methods treat the FPGA as a set of abstract ressuoften
represented as a graph structure, without consigletie
actual physical structure of the device. When auifris
placed-and-routed, fault-free resources are seldoten the
set of available resources. The status of resoaséaulty vs
fault-free is considered each time a circuit
placed-and-routed, so CL methods are able to telemwv
faults in the field. Obviously CL methods are natnsparent
to the tools, so tolerance of new faults requirediteonal
configuration time.

30

the timing performance of the repaired FPGA can be
guaranteed, as any faulty element will be replabgda
pre-determined alternative.Hardware level fauktahce has

a drawback in that it can tolerate just a low nundfefaults

for a given overhead and there are likely to béagepatterns

of faults which cannot be tolerated. Fault tolerant
methodologies will focus on area overhead, system
performance impact, reconfiguration complexity, and
tolerable fault patterns. Reconfiguration complewitll only

' iéje used to compare configuration-level methodokgiace

DL methodologies do not involve any explicit redgnfation
of the circuit.

Published By:
Blue Eyes Intelligence Engineeriy
& Sciences Publication Pvt. Ltd.



International Journal of Innovative Technology andExploring Engineering (1JITEE)

VI. CONTROLLER AREA NETWORK (CAN)

CAN is a serial communications protocol which aéitly

supports distributed real time control with a veigh level of
security. Its domain of application ranges fromhhigpeed
networks to low cost multiplex wiring. In automagiv
electronics, engine control units, sensors, arnti-sikstems,

etc. are connected using CAN with bitrates up kblt/s. At

the same time it is cost effective to build intdiede body

electronics, e.g. lamp clusters, electric windovis. &0
achieve design transparency and implementationbfliy

CAN has been subdivided into different layers.

« the (CAN-) object layer

« the (CAN-) transfer layer

« the physical layer

CAN has the following properties:
* prioritization of messages

* guarantee of latency times

« configuration flexibility

» multicast reception with time synchronization

* system wide data consistency
» multimaster
« error detection and signalling

 automatic retransmission of corrupted messagesas as

the bus is idle again

« distinction between temporary errors and permifadares
of nodes and autonomous switching off of defecteasod

Message transfer is manifested and controlled by fo

different frame types:

A DATA FRAME carries data from a transmitter to the

receivers.

A REMOTE FRAME is transmitted by a bus unit to regqu

the transmission of the DATA FRAME with the same

IDENTIFIER.

An ERROR FRAME is transmitted by any unit on ddategt

bus error.

An OVERLOAD FRAME is used to provide for an extra

delay between the preceding and the succeeding D&TA

REMOTE FRAMEs.

DATA FRAMEs and REMOTE FRAMEs are separated frorr

preceding frames by an INTERFRAME SPACE.
Flow of architecture is shown in fig.3.

Local Clock
Input From Engine 8 Bit Digital|
S — Data CAN-HOST
From Sensor — FPGA
Element Analog to
Digtal (LT b
Convartor
Data[n-Out

Fig. 3: Flow of Architecture of CAN
Input is taken from any sensor placed in the cgr éagine)

and provided to ADC, at the output of ADC we ge hit
digital value which is fed to the CAN host (CAN c¢ailer).

The CAN host decodes the output obtained from th€ And
forms a particular message using CAN format anustrats it

using CAN protocol.
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VII. BUILT -IN-SELF TEST

On-line testing is fast becoming a basic featurdigftal
systems, not only for critical applications, busalfor
highly-available applications. To achieve the gaafsigh
error coverage and low error latency, advanced viene
features for testing and monitoring must be inctud®ne
such hardware feature is built-in self-test (BIST}echnique
widely applied in manufacturing testing BIST is a
design-for-testability technique that places thestimg
functions physically with the CUT, as illustratedFigure .4.

In normal operating mode, the CUT receives its iapifrom
other modules and perform the function for whichwis
designed. In test mode, a test pattern generatouitirPG
applies a sequence of test pattetosthe CUT, and the test
responses are evaluated by a response monitor (RNHe
most common type of BIST, test responses are caegpat
RM to form (fault) signatures The response signatures are
compared with reference signatures generated oe o
chip, and the error signal indicates any discrejgsmetected
.Four primary parameters must be considered inldpvie
BIST methodology for digital systems.

TPG

. 2

CIRCUIT UNDER TEST

. 2

ORA

Fig. 4: Generic Flow of BIST

Fault coverageThis is the fraction of faults of interest that
can be exposed by the test patterns produced barids
detected by RM.

Test set sizeThis is the number of test patterns produced by
the TG, and is closely linked to fault coveragen&ally,
large test sets imply high fault coverage. Howefaron-line
testing, test set size must be kept small to re&licendEL.
Hardware overheadThe extra hardware needed for BIST is
considered to be overhead. In most digital systemth
hardware overhead is not acceptable, as discussket e
Performance penaltyThis refers to the impact of BIST
hardware on normal circuit performance such as its
worst-case (critical) path delays. Overhead of tige is
sometimes more important than hardware overhead.

VIIl. MOTIVATION AND GOALS OF THE
RESEARCH

With growing interest in the use of SRAM based ARG
space and other radition environments , thergieater need
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for efficient and effective fault tolerant desigachniques
specific to FPGAs. Triple modular redundancy isnomwn
fault mitigation technique for
successfully  demonstrated

SPI interface, several instructions can be usedefading or
writing from/to registers and buffers. The SPI ifdee

FPGAs and has beesupports 0/0 and 1/1 modes, it is able to commimiwsdth
by several organizatiormaximal clock 10 MHz. Asynchronous events on theNCA

Although TMR has been shown to significantly impgov bus are handled by interrupt system. Our CAN cdsirstem

design reliability ,it carries a high overhead coAt a
minimum ,full TMR of a design requires three timée
hardware to implement three identical copies ofieny
circuit .in addition additional logic is required implement
the majority logic voters .In the worst case , TE require
up to six times the area of the original circuie.iadditional
hardwar resources required to triplicate the oabirircuit
result in other secondary problems such as incdepsw/er
and slower timing. TMR is a static hardware rathncty
scheme for masking single faults in a digital dirclig.5 .

MODULEA

INPUTS OUTPUTS

MODULEA

MODULEA

Fig. 5: Generic Flow of TMR

Depicts the traditional method for TMR. A failureany one
of the three circuits copies will be masked by thajority
voter output. In order for TMR to work properlyam FPGA
there should be no more than one upset in thégroation
memory at any given time. More than one upset cdefdat
completely the majority voters and result in achional
error.Two reasons exist why the TMR based designbea
possibly attacked more often: 1) TMR based desigpesl a
greater area than the non-TMR design; 2) TMR bass@gn
contain voter which is not in our experiments pcted
against defects in any way. As soon as the votattégked,
the design is completely corrupted and does nokwake
worked with two versions of the design, non-TMR dzhs
design and BIST based under the assumption thatveno
clear information about the relation between thsitpn of
particular bit in the bitstream and the functiomplemented in
FPGA.The goal of the research was to verify howsssful
the injection into both versions of the implemeiatas is the
goal is to verify this hypothesis and gain preds¢a. The
results of our targeted activities in the area @&NCbus
control system design and the verification of isilience
against SEU attacks will show in next research pape

IX. CAN BUSCONTROL SYSTEM DESIGN

The implemented CAN Bus Control System allows tonsect
FPGA-based systems through CAN bus which is inteda

supports standard 11-bit ID of transmitted CAN fesmThe
CAN ID value is also used to define priorities. Tin@mes
with lower ID have higher priority and are transést
preferentially. CAN frame contains 8B data fieldhaiut any
information about its meaning. To increase infoioravalue

and the usability of CAN frame, CANAerospace aptiien
protocol was used . Protocol definition is widepea to user
defined message types and protocol implementations.
CANAerospace message extends data field in the fZziNe.
Message is dived into header and data part, itsifgpe
structure is shown in Fig. 6. Message header amnfdbde

ID for identification of transmitting or address&tdtion, Data
type for the definition of message data format aime,
Service ID for specification of used node service Blessage
code for order identification during sequentialnster of
messages. CANAerospace protocol uses CAN ID for the
identification of 7 basic types of messages ani firérity.
Each type of message has allocated specific chalafigled

by the range of IDs.

CRC
Field

ACK
Fleld

Data
Field

Contrl
Field

Arbitraion
Fleld

W

L

t 1200328t 6Bt Oto8Byie 168t 28t /8t 3B
Fig. 6: Format of CAN Aerospace Message

The architecture of the control system is composéd
application and communication part. In the commaian
part, CAN bus is controlled by CAN CTRL unit whicises
the MCP2515 driver and SPI Master unit for commatiingy
with the CAN module and controlling the MCP2515cuit
by SPI instructions. The main function of the CANRL unit
is to read and write CAN frames, to interrupt hamglland
provide configuration sequence for the MCP2515uiird he
application part is formed by the CANAerospace céic
provides basic mathematical functions for distréalt
computing via the CAN bus. Each function is opegtas
CANAerospace service in one defined channel. Exoépt
mathematical functions, the calc implements ba$dS |
service for its identification as is required byeth
CANAerospace protocol for each such application.

A. BIST Implementation of CAN Bus Control

For the experiments, the CAN bus control system was
implemented as BIST system to increase fault aoler
parameters, the architecture is shown in Fig 2. ddwrol

on the small PCB (Printed Circuit Board) modulethy SPI  System is included into CAN host unit. The urancbe
interface. This module consists mainly of CAN Bugdeplicated and all its inputs can be interconnectée units
transceiver and CAN controller MCP2515 with inttgd have the following input signals: ADC_in, injectufg

SPl interface. It implements CAN protocol versioBB with

frame_tx tx_ctrl,clk, and rst asynchronous resel. the

maximal communication speed 1MB/s. MCP2515 containsoutputs of CAN host units are connected to the tsmf

buffers for received frames and 3 buffers for traitied
frames. It also contains several filters and mé&sksontrol of
receiving process. The MCP2515 circuit is contbé the
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comparator  which identifies the correct inputs and
propagates them to its outputs. If, the outputoshgarator is
“0” i.e. system_ok ="0", then out will take out frosecond
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alternate path and if , here again system_ok #iéhtactuator
transfer system control to the manual mode. Flagrdm
shown in fig.7.

CANHOST 1
SENSOR ADC AN :
AT 18Bim o Y8 vES
ENGINE o/P ) BIST

Second
Alternate
path

Fig. 7: Flow of BIST implementation of CAN Bus Contol

X. CONCLUSION

In this research paper , we are analyzing fallrant
properties of BIST based CAN control system desigtie
have Compare result of our analysis with TMR-badesign

and non-TMR based design and also compare with
Evaluation factors, like area ,cost, speed , corilyleof
system ,power consumption. We are expecting as our
theoretical analysis this design reduce systempbaiity
,And  our proposed method will provide online faul
detection using BIST technique and improve faoiériant
properties by providing alternate path when fauglue
comes out.
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