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Abstract: Every year, innovation is coming in the area of Artificial intelligence. Currently, the bots are used for matching to give desired or predefined acknowledge. Coming era is the era of robots and software bots using supervised, adaptive, and intelligent algorithms. In the paper, our focus is on the smart software which takes input and performs pre-processing, processing on raw data. The result should be a processed output after applying learning processes and intelligent approaches. This paper is introducing the prototype explaining were to use the chatbots and which procedure is appropriate for creating Chatbots.

Index Terms: Artificial Intelligence, Artificial Neural Network, Natural Language Processing, Recurrent Neural Network.

I. INTRODUCTION

Over the years, Robots and Chatbots are playing a prominent role as human-computer interfaces. Chatbots are basically the interactive softwares which helps-end-users in solving their problems based on the programs installed in it. The efficiency and the response time is improved by remembering previous commands /conversation to provide functionality. Chatbots comprises of three modules: an interface, intelligent software which works as interpreter, and a repository or say a knowledge base. Nowadays, SimSimi, ALICE (a morst popular one), and cleverbot are the chatbot which are in use and can interact with the user as per their queries using Natural Language Processing. Chatbot are evolving over web. They can use in education sector, medical sector, consumer guidance and costumer care arenas, and entertainment sectors. The beauty of Chatbots are it can interact with user via text messaging, speech response, gestures, and via other communication methods. To make the machines more interactive, we have come a long way from command-based systems to graphic user interfaces. Interaction system should be capable of:

- Understanding
- Analyzing
- Acting directed by the user with input in the form of text or voice

AI-based chatbots come into the picture to make this possible.

Fig 1: Sensor Working In Bots

This idea arose, and motivation comes after seeing Bebot. Japan's Narita airport, the first AI-powered airport is due to Bebot. In these type of bots, the advanced AI technology is used and help users in many ways. Some examples are: by providing road directions, by giving recommendations based on your previous local search or suggest you a local restaurant, or tells you about some local monument or attractions. Bebot type software can secondly learn from customers' preferences based on previous conversations and chat history. Hence it is becoming popular rapidly in clueless travelers. Now chat bots are replacing human enquiry part in various domains. Chatbots simplify our job by providing out of context information, streamline information, avoid repetitive work and dialogues, and most importantly, no one needs to learn how to use a chatbot. Chatbots are peculiar, and on the rise, as they are accessible anytime, can handle multiple queries from multiple devices and answer simultaneously, they can be flexible in where they are used. And the main reason it will rise in industry is due to its cost-effectiveness. A bot can reduce customer service employees. In the era of emerging technologies, the robots, chatbots and sensors are evolving with the speed of light. For various uses, the organizations prefer Chatbots to deal with customers as customer service representative. In this manner, Chatbots are doing information acquisition. In this paper, the idea of creating the chat-bot are discussed and explains how an interactive system handles user queries and make a pseudo user dialogue.

II. RELATED WORK

Enormous work is on in the field of AI and chatbots. Various response based systems, and various types of chatbots have been developed by organizations. In some paper author has achieved two goals using automation process. 1) Using few NLP resources, the ability to generate different versions of chatbots in different languages. 2) ability to learn large no of categories in short time by saving manual efforts in doing work and finding errors. Some other authors discussed chatbot models on two types of technique.
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1. Natural Language Processing model
2. Deep Natural Language Processing model

2.1 Natural Language Processing Models

2.1.1 If Else Chatbots
• If-else Chatbots are one of the earliest techniques which was used to create Chatbots. In these Chatbots, a huge list of questions and answers based script was required.
• The Chatbots returned an assigned answer to the question if the entire question or at least the majority of the string matches the already saved question.
• The problems were
  1. The answers were repetitive, and the reply gave a mechanical feel.
  2. A huge script was needed to make the chatbot, covering a variety of questions, and even after that, the chatbot made was very organization dependent.
  3. The chatbot could not cope with growing data, as the script size grew the system started taking more time to generate an answer.

2.1.2 Bag of Words Model
• Bag of words is a great model for extracting features from a text or use in modeling.
• Bag of words is a representation of text counting the occurrence of the key words/words.
• A bag-of-words represent the text by involving two things.
  1. A vocabulary of known words.
  2. A measure of the presence of known words.
• The limitations of the bag of words model are as follows
  1. Sparsity: how the harness so raw information can be represented in a large space.
  2. Vocabulary: it affects the sparsity of the document/word.
  3. Meaning: semantic of the words should help a lot. Context and meaning should be appropriate.

2.2 Deep Natural Language Processing Models

2.2.1 Convolutional Neural Networks (CNN) for Text Recognition
• Convolutional neural networks are neural networks which are mostly used in image recognition
• For NLP, the following steps are required:
  1. Extract higher-level features using n-grams and constituting words
  2. Tokenization and modeling of sentence of d dimension.
  3. Applying Convolutional filters on inputs called a feature map.

2.2.2 Recurrent Neural Networks
• RNN is a special type of neural network which memorizes the previous iteration result and store it in buffer to compute the result of the next iteration. A RNN recursively do the computation to process the inputs and gives the desirable output.
• Many applications which takes previously processed data and gives output based on past experiences and so forth. In these cases, RNN is the best approach to use and create a working model for Chatbots.

2.2.3 Long Short Term Memory (LSTM)
• An LSTMs can in principle use its memory cells to remember long-range information and keep track of various attributes of text it is currently processing.
• Three types An LSTM consists of three gates (input, forget, and output gates), and calculate the hidden state through a combination of the three.
• GRU are similar to LSTMs but consist of only two gates and are more efficient because they are less complex.
According to the experiments between RNN, LSTM, and GRU.

**Table 2.1 Comparison study between various models**

<table>
<thead>
<tr>
<th>Layers</th>
<th>LSTM</th>
<th>RNN</th>
<th>GRU</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td><strong>War and Peace Dataset</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>64</td>
<td>1.440</td>
<td>1.442</td>
<td>1.540</td>
</tr>
<tr>
<td>128</td>
<td>1.277</td>
<td>1.227</td>
<td>1.279</td>
</tr>
<tr>
<td>256</td>
<td>1.189</td>
<td>1.137</td>
<td>1.141</td>
</tr>
<tr>
<td>512</td>
<td>1.161</td>
<td>1.092</td>
<td>1.082</td>
</tr>
</tbody>
</table>

| **Linux Kernel Dataset** | | | | | | |
| 64 | 1.355 | 1.331 | 1.366 | 1.407 | 1.371 | 1.383 | 1.335 | 1.298 | 1.357 |
| 128 | 1.149 | 1.128 | 1.177 | 1.241 | 1.120 | 1.220 | 1.154 | 1.125 | 1.150 |
| 256 | 1.026 | 0.972 | 0.998 | 1.171 | 1.116 | 1.134 | 1.109 | 1.091 | 1.026 |
| 512 | 0.952 | 0.840 | 0.846 | - | - | - | 0.943 | 0.861 | 0.829 |

The consistent finding is that depth of at least two is beneficial. However, between two and three layers, our results are mixed. Additionally, the results are mixed between the LSTM and the GRU, but both significantly outperform the RNN.

Hence Our model for the chatbot uses LSTM.

**2.3 Algorithm Used: SEQ2SEQ with Attention Mechanism**

The Seq2Seq is a model that relies on the encoder-decoder paradigm. An encoder encodes the input sequence, while the decoder produces the target sequence.

The Encoder structure can be explained by

The Decoder Structure can be represented

Bahdanau et al explains in their research work that how the performance of attention method is calculated. Basically, a mechanism that forces the model to learn to focus on specific parts of the input sequence when decoding, instead of relying only on the hidden vector of the decoder’s LSTM is known as Attention.

The decoder uses a Greedy Decoder

To select the most likely words, a simple greedy search approximation is used at each step in the output sequence.

This is beneficial approach that is swift, but the quality of the final output sequences may be far from optimal.

**III. SYSTEM DESIGN**

If The idea is to create a prototype which aims to create a chatbot based interactive question-answering system capable of handling a user-driven dialogue.
The intention is that a user will be able to collect data on a given subject faster. To this end the following are requirements:

- A dialogue interface.
- Answer to user's query posed

The author has designed the system architecture as the three-tier architecture as represented in Fig 3.1. The functionality gets distributed across three independent systems, and also if the requirements change over time or any technological advancements, any of the tiers can be replaced or upgraded independently. This advantage of the model makes it much suitable for the system.

### 3.1 Architecture Design

#### Fig 3.1 Three Tier Architecture

The three-level architecture modularizes the system in three tiers each functioning independently. The first tier represents the interface layer of the system, which interacts with the user. It can be changed at any point of time as per the requirement and the technology needed for the system.

The second tier is the leading business logic that governs the working of the system. The functioning remains the same if even any different technology is used for the making of the system. The third tier is optional as per our model but plays a vital role for future aspects. The storage of chats can be beneficial for analysis and research purpose, and thus, this tier is considered theoretically in our system.

**Fig 3.2 Basic structure of the system**

Figure 3.2 represents the basic flow of control in our system. The user asks some query through the interface, which the chatbot processes form response and returns it to the user.

**Fig 3.3 Data Flow Diagram For Chatbot**

![Data Flow Diagram For Chatbot](image-url)
Through the interface. This is the basic working of the system that helps in communication of the model and the user. Figure 3.3 shows how the data will flow in the Chatbot.

**IV. IMPLEMENTATION AND RESULTS**

Implementation of the application as done in Java, and having the four modules: Dataset module, Vocabulary module, Training module, Chat set-up module. The snapshots of a chatbot are shown. Fig 4.1 represents the output of our chatbot. The system processes the query entered by the user, and a suitable response is generated. Fig 4.2 represents the model training by GPU. We trained our model for 100 epochs containing 4120 batches. The training loss error, as shown above, is 1.752, which improves with each epoch.

![Fig 4.1 Chatbot in an Active State](image-url)
V. CONCLUSION

A chatbot is one of the basic approaches to move information from a PC without speculation for appropriate catchphrases to gaze upward in a hunt or peruse a few website pages to gather data; clients can rapidly type their inquiry in regular language and recover information. A chatbot is a phenomenal approach for brisk connection with the client. They help us by giving diversion, sparing time, and addressing the inquiries that are elusive. The Chatbot must be straightforward and conversational. Since there are numerous structures and methodologies for making a chatbot, it very well may be inconsistent with business contemplations. Analysts need to communicate and should concur on a typical strategy for structuring a Chatbot. In the paper, how Chatbots have developed and the applications of Chatbots in various fields are discussed. Also, the comparison has been made with other Chatbots. \[^{[4][5]}\]

Broadly useful Chatbot must be basic, easy to use, must be effectively comprehended, and the learning base must be reduced. Albeit a portion of the business items have as of late developed, upgrades must be made to locate a typical methodology for planning a Chatbot. \[^{[4]}\]\ We set out with a specific objective when we undertook the project; the aim was to create a chatbot capable of dialogue. The chatbot is intelligent of simple exchange and learns by storing the conversation and increasing its knowledge base. Shown below are some conversation logs.

Fig 4.2 Model Training

Fig 5.1 and 5.2 show the chat logs as performed by our system.

Finally, we can conclude that,

- Unlike earlier models which had a mechanical feel, the model made using Seq2Seq mode, and LSTM is more natural and evolving in nature.
- Attention mechanism forces the model to learn to focus on specific parts of the input sequence optimizing the working and producing results that are bot accurate and concise.
The chatbot made is like a basic layout capable of evolving according to requirements and field it is to be used in.

The reader factory can add more datasets for input. This would lead to a chatbot that can cater to a specific field when given the primary data to learn from.

Given the unlimited fields that can incorporate AI for customer service, information distribution and even as a personal assistant. This chatbot has varied uses as per the requirements of the industry.
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