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Abstract: Causal relationships between events pertaining to 

stock market have potential to influence the stakeholders of the 

companies associated with those events. Understanding causal 

relationships in stock markets help in making intelligent 

decisions. Traditional prediction approaches cannot estimate the 

upstream and downstream causal relationships. Therefore, it is 

inevitable to consider portfolios that exhibit causal relationships. 

Simple correlation between variables may not reflect causal 

relationships unless there is an event that is the result of 

occurrence of another event. Finding upstream and downstream 

causal relationships is challenging. In the literature it is found 

that inter-transactional details can help in finding causal 

relationships. Based on this idea, in this paper, we planneda 

methodology to mine upstream and downstream causal 

relationships. An algorithm by name Upstream Downstream - 

Causal Relationship Mining (UD-CRM) is proposed to achieve 

this. The framework and underlying algorithm produce specific 

rules that are used to conclude causal relations. Experiments are 

made with stock dataset using a prototype application built. The 

experimental results revealed that the proposed framework is 

useful and performance better than existing approach.  

Keywords: Data mining, causal relationships, upstream and 

downstream causal relationships 

I. INTRODUCTION 

Stock market is the aggregation of many stakeholders like 

buyers and sellers of stocks besides securities and public 

stock exchanges. National Stock Exchange (NSE) and 

Bombay Stock Exchange (BSE) are two Indian stock markets 

where trading takes place. The effectiveness of stock analysis 

and prediction has it impact on decision making. Stock 

analysis is crucial for all the businesses and individuals who 

invest in stock market. The entities involve in stock analysis 

exploit the visible data and their analysis knowhow to predict 

trends in stocks. From the literature [1], [2], [4], [5] and [6] it 

is understood that causal relationship mining also can be used 

to predict stock business trends. However, it is still in its 

infancy and there is need for new ways of mining causal 

rules. One of the ways for its improvement is considering 

upstream and downstreamstock business incompanies and 

applies causal relationship mining. Before entering into the 

proposed upstream and downstream causal relationship 
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mining, it is important to understand causal relationship in 

more formal way. Causal relationship is something like cause 

and effect relationship. It indicates that an event E1 causes 

another event E2 denoted as E1→E2. Here E1 is called cause 

and E2 is known as effect. However, when two variables like 

x and y are correlated and change in one variable causes 

change in another variable may not essentially mean causal 

relationship. Rather it is correlation as proved by Pearson’s 

correlation effect.  

(1) 

As shown in Eq. (1), the correlation between variables x and 

y are measured. The point here is that the correlation between 

x and y does not imply causation. The result of Pearson’s 

correlation can be between -1 to 1 where 1 indicates strong 

positive correlation while -1 indicates strong negative 

correlation. As the correlation is not equal to causal 

relationship, it is essential to understand the causal 

relationship in a right way. Nevertheless, positive correlation 

may have causal relationship in it sometimes. For instance, 

the number of hours study made by student caused improved 

grading. The bottom-line here is that all associations may not 

be causal relationships. The existing approaches pertaining to 

data mining include clustering, web mining, association rule 

mining and sequential pattern mining. If two stocks such as 

S1 and S2 have certain relationship they may show up and 

down together. This kind of knowhow is not suitable for 

future investments. The sequential patterns and association 

rules have their limitations in supporting decision making. 

This problem is solved in this paper by using data mining 

approach known as inter-transactions mining. We find causal 

upstream and downstream relationships to achieve better 

forecasting capabilities. Stock value of a company C1 is 

increased which will cause other company C2’s stock value 

to be increased most likely with certain (70% probability for 

example). Our contributions in this paper are as follows. 

• We proposed a novel framework for discovering upstream 

and downstream causal relationships and causal 

relationship chains so as to analyse trends in stock market.  

• We proposed an algorithm known as Upstream 

Downstream - Causal Relationship Mining (UD-CRM) to 

obtain causal relationships among stocks of upstream and 

downstream companies.  

• We built a prototype application to demonstrate proof of 

the concept. A moderated stock market dataset is used for 

experiments. The results revealed the effectiveness of the 

proposed framework.  
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The remainder of the paper is structured as follows. Section 

2 reviews literature on causal relationship mining. Section 

3 provides preliminary details. Section 4 presents the 

proposed framework for mining upstream and downstream 

causal relationships. Section 5 presents experimental 

results. Section 6 presents evaluation of the proposed 

approach. Section 7 provides threats to validity of the 

methodology used while section 8 concludes the paper 

besides giving directions for future work.  

II. RELATED WORK 

This section reviews literature on causal relationships. 

Dritsaki and Melina Dritsaki [1] considered stock market and 

credit market and analysed economic development and the 

causal relationship affecting it. Causal relationship is found 

between economic growth and banking sector while no such 

relationship is found between baking sector and stock market. 

Ali et al. [2] on the other hand proposed a methodology to 

find causal relationship between stock exchange prices and 

macro-economic indicators. There was no causal relationship 

found between stock exchange and macroeconomic 

indicators. Garcia and Liu [3] found that there are 

macroeconomic determinants for the growth of stock 

markets. However, there is relationship between stock 

markets and macroeconomic variables like inflation and 

exchange rate [5]. The sensitivity of Indian stock markets of 

international markets is found affirmative [4]. Importance of 

data mining for various applications is explored in [6].  

 Alagidede et al. [7] studied exchange rates and stock prices 

to know causal relationships. Some relationship is found 

between them in the study. In another study made in [8] it is 

found that media pressure influences stock markets. Yet 

another study made in [9] claimed that there is relationship 

between inflation and stock prices. Yang et al. [10] found that 

there is possibility of causal and upstream and downstream 

relationships among related companies listed in stock 

markets. This study is close to our research in this paper.  

The role of text mining is studied in [11] and [15] for 

acquiring business intelligence. It is used in educational data 

mining as discussed in [12], [23]. It comes under machine 

learning [27], [36] which is widely used in different real time 

applications [13]. Many algorithms related to machine 

learning are found in [28]. Often data mining and 

visualization go hand in hand for better performance [14]. 

Causal relationship is explored in questions and answers in 

[16]. Various techniques are available for acquiring business 

intelligence. They include soft computing [17], clustering 

and classification [18], statistical inference [19] and Bayesian 

networks [20].  

Sentimental causal rules are discovered from social media. 

From Twitter data different aspects are studied and causal 

relationships are found [22]. Extraction of causal 

relationships on human proteins is studied in [24]. Causal 

mining rule discovery is studied in [25] for making intelligent 

applications. With respect to movement patterns, candidate 

causal relationships are extracted in [26] using data mining 

techniques. Mining of profit rules from the dataset containing 

inter-transaction item sets is explored in [29]. Important data 

mining techniques [30] and data science [31] are 

investigated. Causal inference methods [32], intelligent 

method for stock prediction [33] dependency driven data 

analytics [34] and usage of artificial intelligence in data 

mining [35] are other researchers found in the literature. 

Causal mining research is also found in [37] and [38]. From 

the literature it is understood that there is inadequate research 

on finding upstream and downstream causal relationships. 

Therefore, in this framework we proposed a framework for 

throwing light on this.  

III. PROBLEM FORMULATION 

Data mining techniques[37] such as association rule mining 

is widely used for discovering knowledge from databases. 

Associations in transactions can provide hidden information 

in the form of trends or patterns. A database D can have set of 

associations A that can be discovered by generating rules R. 

The problem of mining association rules can be divided into 

two parts. In the first part, all item sets with given support are 

obtained from data source. Then the frequent item sets are 

used to generate association rules. The problem with this kind 

of mining association rules is that any item set which does not 

have the support is considered an uninteresting item set[37] 

and [38]. However, we believe that associations can be of 

different kinds. They are known as direct, indirect and 

exception associations. With respect to stock market data, it 

is essential to have comprehensive business intelligence 

before making decisions. Therefore, it is inevitable to have a 

framework that can cater to the needs of such expert decision 

making. The rationale is described here. In stock market 

dataset item sets that are infrequent also can provide 

information needed towards converging decisions. Two 

items a and b have no direct relationship but they may have 

strong relationship through another item set Y. In this case 

the, b pair is said to have indirection relationship or 

association. Mining such rules is the focus of this paper. We 

defer the details of direct and exception relationships besides 

effect of events and government decisions are deferred to our 

next research paper.  

IV. PROPOSED FRAMEWOK 

In this paper, we proposed a framework that has provision for 

finding causal relationships in terms of direct, indirect and 

exception relationships. When all these relationships are 

investigated, it can lead to more intelligent decision making 

in stock market business. In addition to this certain events and 

unexpected decisions made by government can have impact 

on stock market. When all these are considered, the error rate 

in the prediction can be minimized. Though the framework 

has provision for discovering different relationships, in this 

paper we present finding indirect relationships of stock 

tickers.  
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Figure 1: Proposed Framework for Comprehensive Stock Business Intelligence 

 

As shown in Figure 1, it is evident that the basis for mining 

causal relationships is to have frequent item sets from given 

stock dataset. The ensuing section provides more details on 

stock dataset used for empirical study. The framework has 

provision to analyse one or more stock datasets. After 

extracting frequent item sets using any of the existing data 

mining algorithms, it focuses on mining direct, indirect and 

exception relationships from the frequent item sets. The 

resultant rules obtained are integrated to form comprehensive 

business intelligence. As far as implementation is concerned, 

in this paper, we present only the study on indirect 

relationships. In other words, our focus is on 

inter-transactions that have no direct relationship but through 

a mediator. This can show potential tickers that have 

influence on others. 

Causal Relationship Discovery in Stock Market  

Since stock market is in financial domain and influences the 

lives of all stakeholders and countries even, it is considered in 

the proposed research. Moreover, upstream and downstream 

causal relationships can be found in stock market and can 

exploit for expert decision making.  

 

Algorithm:Upstream Downstream - Causal Relationship 

Mining (UD-CRM) 

Input:Stock market database D, support sup, confidence 

conf, sliding window w, updown  

percentage udp 

Output:Causal Relationships R 

01 Initialize support vector S 

02 Initialize frequent itemset vector F 

03 F = FIN(D, w) 

04 For each itemset in F 

05 Find support value 

06  Find confidence value 

07  IF support<supand confidence < conf THEN 

08  Prune it from F 

09  END IF 

10 End For 

11 For each itemset in F 

12 Mine inter-transaction rules using udp 

13  Add rules to R 

14 End For 

15 Return R 

Algorithm 1:Upstream Downstream - Causal 

Relationship Mining 

As provided in Algorithm 1, the sliding window, support, 

confidence and stock dataset are considered as inputs. The 

algorithm used FIN algorithm and sliding window in order to 

generate frequent item sets associated with given sliding 

window. Then the item sets are pruned in order to meet the 

required support and confidence (interestingness of users) 

metrics. Afterwards, the inter-transaction rules are mined and 

finally the rules are returned. Here are more details of the 

algorithm. Lines 1 and 2: Arrays or vectors are created to 

hold a collection of support values and frequent item sets. 

Line 3: FIN is known as fast item set mining algorithm. It is 

used to mine item sets very faster with high efficiency. The 

reason behind this is that it makes use of data structure which 

makes it faster. The underlying data structure is known as 

POC-tree (Pre Order Coding tree). It takes two parameters 

such as Dataset D and sliding window w. Sliding window is 

something related to the model which considers data 

processing incrementally. FIN returns frequent item sets that 

are stored in the vector F. POC tree is constructedas 

underlying data structure which makes mining frequent item 

sets faster. The tree needs either pre-order or post-order 

traversal so that it is computationally effective and improves 

performance of item set mining. More technical details of the 

POC-tree and FIN algorithm can be found in [1]. Line 4: 

Iterative statement which is repeated based on the number of 

values present in F. Line 5: Computes support value for given 

item set. Line 6: Computes confidence value for the given 

item set. Both support and confidence are metrics that 

quantify the frequency of item sets. Support is the measure to 

know frequency of given pattern in the dataset. Considering 

A and B are the two item sets that are part of a pattern, the 

support indicates frequent of these items. In other words, 

support is the percentage of the transactions where A and B 

items are present. Support is mathematically represented as 

follows.  

Support = Probability (A and B) 

Support = (# of transactions involving A and B) / 

(total number of transactions). 

Confidence on the other hand denotes the strength of 

implication of an association (frequent item set) rule. In other 

words, it is the percentage of transactions that contain B if 

they contain A. It is mathematically represented as follows.  
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Confidence = Probability (B if A) = P(B/A) 

Confidence = (# of transactions involving A and B) 

/ (total number of transactions that have A). 

Line 7 checks fitness or usefulness of the item set based on 

the given support and confidence (inputs to the algorithm). 

Line 8 removes item set from F if the item set is not meeting 

requirements. Line 9 terminates the conditional statement. 

Line 10 terminates iterative statement. Line 11 starts an 

iterative statement which repeats number of times equal to 

the items present in the F vector. Line 12: Inter transaction 

rules are mined using up down percentage which is used for 

upstream and downstream causal relationship. Mined rules 

are added to vector R in Line 13 while Line 14 ends the 

iterative statement. Line 15 returns the rules that reflect 

causal relationships.  

V. EXPERIMENTAL RESULTS 

Experiments are made with select groups of stocks. A 

prototype application is built for carrying out experiments. 

The upstream and downstream computations are made with 

certain computations described here. The ups and downs of 

the stock prices are computed with a measure known as UDP 

(Up or Down Percentage). Stock is considered up when it 

satisfies the following condition. 

UDP=(Closing Price – Opening Price) / Opening 

Price 

Stock price is considered up when UDP is greater than 0.005 

and considered down when the same is less than -0.005. In 

case of other results, the situation is known as a tie and it is 

not interested by the investors in general. In the results, 

therefore, the tie situations are removed intentionally.  

After performing causal mining for discovering upstream and 

downstream relationships, rules are formed as the result of 

algorithm. For instance, rulesare formed as follows. 

 

Rule 1: If stock A goes up p% of time, stock B will 

go up after d days. 

Rule 2: If stock A goes up q% of time, stock B will 

go down after e days. 

Rule 3: If stock A goes up r% of time, stock B will 

go up after f days. 

This way causal upstream and downstream rules are 

generated. The results are presented in this section. The 

proposed algorithm is employed to obtain causal 

relationships. The selected groups and stocks are provided in 

Table 1.  
                               Group            Stocks 

Dow Jones Indus DJI01, DJI02 

FT-SE 100 FTSE01, FTSEB02 

Nikkei 225 Nikkei01, Nikkei02 

Hang Seng HS01, HS02 

Singapore Straits SS01, SS02 

IBM I01,I02 

Microsoft M01,M02 

Table1: Selected groups and their stock values 

The selected groups and their stocks are provided. Now it is 

important to have predictions and then provide causal rules 

that are useful to investors. Up and Down percentages are 

used in order to identify a down or up trend in the stock 

market. The sliding window considered is 5 days. The first 

mining results are provided in Table 2.  

 
Rul
e 

Day-0 Day-1 Day-2 Day-3 Day-4 conf 

1 FTSE01
D() 

FTSE02D(
) 

   0.52 

2 HS01D() HS02D()    0.53 

3 SS01D() HS02D()    0.55 

4 Nikkei01

D() 

HS02D()    0.50 

5 I01D() HS02D()    0.57 

6 Nikkei01

D() 

HS02D()    0.51 

7 SS01D() Nikkei02D

() 

   0.51 

8 SS02D()  HS02D
() 

  0.51 

9 FTSE02

D() 

 HS02D

() 

  0.54 

10 I02D()   HS02

D() 

 0.50 

11 FTSE01

D() 

  HS02

D() 

 0.51 

12 SS02D()   HS02

D() 

 0.58 

13 HS02D()   HS02
D() 

 0.51 

14 IO1D()   HS02

D() 

 0.50 

15 Nikkei01

D() 

  HS02

D() 

 0.57 

16 FTSE02
D() 

  HS02
D() 

 0.50 

17 Nikkei02

D() 

  FTSE

02D() 

 0.50 

18 I02D()   FTSE
02D() 

 0.54 

19 SS02D()   HS02

D() 

 0.55 

20 I01D()      

Table 2: Results of first mining  

Table 2 shows the results with different parameters 

considered. The sliding window used is 5. In the same 

fashion support is considered as 0.2 while confidence is 0.5. 

As shown in Table 2, in Day 0 there is FTSE1D (229) where 

stock id is FTSE1D. Here D refers to downward stock and 

229 refer to its frequency in the source data. The Rule 1 

indicates that when FTSE1D goes down it causes the 

FTSE2D to go up the next day with 52% probability 

(confidence). Similar kind of relation exists in Rule 2 to Rule 

7 with 0.53%, 0.55%, 0.50%, 0.57%, 0.51% and 0.51% 

probability. Incase of Rule 8 and Rule 9, there is similar kind 

of relationship witnessed on Day-0 and Day-2 with 0.51% 

and 0.54% probability. From Rule 10 to Rule 19, there is this 

kind of relationship occurred with observations on Day-0 and 

Day-3 with different probabilities. From the observed rules 

one stock id goes up or down it causes the stock id goes up 

odown next day with high or low percentage of probability. 

Another experiment is made by lowering the support value to 

10% and increase confidence to 60%. It has resulted in 10 

rules as shown in Table 3.  
Rule Day-0 Day-1 Day-2 Day-3 Day-4 Conf 

1 I02D,HS02D,M02D() FTSE02D() 0.63 
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2 DJI01D,I02D()  FTSE02D() 0.60 

3 SS01U(143)  FTSE02D()  0.62 

4 HS02U(140)  FTSE02D()  0.61 

5 HS02D,FTSE02D,M02D(91) FTSE02D() 0.60 

6 Nikkei01U, 

Nikkei02U,M02U,FTSE02D(53) 

 0.66 

7 Nikkei01U, Nikkei02U,M02U(80)  FTSE02D() 0.64 

8 FTSE02U(148)    FTSE02D() 0.64 

9 M02U(117)  FTSE02D()  0.63 

10 M01U()  FTSE02D()  0.63 

Table 3: Results of second mining  

As shown in Table 3 different rules showing causal 

relationship with specified confidence or probability are 

presented.  

Confidence Records 

0.7 1 

0.69 1 

0.68 9 

0.67 8 

0.66 13 

0.65 11 

0.64 50 

0.63 75 

0.62 57 

0.61 80 

0.60 94 

Table 4: Results showing confidence and instances 

The confidence values used in experiments and the instances 

are presented in Table 4. It shows the impact of confidence on 

the results.  

VI. PERFORMANCE EVALUATION 

The causal mining framework proposed in this paper is 

evaluated. The metrics used for the same are precision, recall, 

memory consumption and execution time.  

 
Size of Dataset 

(No. of Instances) 

Execution Time (Sec) 

50000 0.220 2.828 6.409 14.084 

100000 0.193 2.351 5.043 12.295 

150000 0.196 2.508 5.354 13.685 

200000 0.223 3.520 6.241 13.098 

Table 5: Execution time  

As shown in Table 5, the execution time of the algorithm is 

recorded. The results are observed against number of 

instances in dataset.  

 
Figure 3: Impact of dataset size on execution time 

 As presented in Figure 3, the size of dataset is presented in 

horizontal axis and vertical axis is showing execution time. 

The results revealed that the execution time is different with 

different number of instances in the dataset.  

Size of Dataset 

(No. of 

Instances) 

Memory (MB) 

50000 2.947838 3.8514 5.6231 7.3677 

100000 2.98597 3.2761 5.7986 7.0214 

150000 2.928062 3.6817 6.1708 7.2894 

200000 2.928093 4.6732 7.8204 8.5607 

Table 6: Memory usage 

As shown in Table 6, it is evident that the memory usage is 

recorded against different number of instances in dataset. 

 
Figure 4: Impact of size of dataset on memory usage 

As presented in Figure 4, there is impact of size of dataset on 

the memory usage of the algorithm proposed.  

 Ground Truth 

(correct 

prediction) 

Ground Truth 

(incorrect 

prediction) 

Result of 

UD-CRM 

(correct 

prediction) 

True Positive 

(TP) 

False Positive 

(FP) 

Result of 

UD-CRM 

(incorrect 

prediction) 

False Negative 

(FN) 

True Negative 

(TN) 

Table 6:Shows confusion matrix used in the evaluation of 

results  

Based on the confusion matrix shown in Table 6, three 

measures are used for evaluation. They are known as 

precision, recall and F-measure. Precision reveals fraction of 

relevant relationships among the retrieved relationships. The 

recall indicates the fraction of relevant relationships that have 

been found over all the relationships. Eq. 2 and Eq. 3 show 

the computation of precision and recall.  

Precision = (TP/(TP+FP) *100                                               (2) 

Recall = (TP/(TP+FP))*100                   (3) 

The precision and recall are used to have a weighted 

harmonic mean of the measures precision and recall. It is 

computed as in Eq. 4.  

F-Measure = 2*((precision*recall)/(precision+recall))  

 (4) 

The evaluation results of the proposed algorithm are 

compared with an existing approach. The evaluation results 

are presented in Table 7.  
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Technique Precisi

on 

Rec

all 

F-Meas

ure 

Base Line 

Approach (existing)  

83.4 84.

2 

84.8 

Proposed  89.8 90.

7 

90.24 

Table 7: Evaluation results  

As shown in Table 7, the precision and recall and F-measure 

are computed for both existing and proposed approaches and 

the results are presented.  

 
Figure 5: Evaluation results 

As presented in Figure 5, the measures are provided in 

horizontal axis. They are precision, recall and F-measure. 

These metrics are computed against existing and proposed 

causal mining approaches. The results reveal that the 

proposed method outperforms the existing method in terms 

of all the metrics used for evaluation. This shows the 

efficiency of the Upstream Downstream - Causal 

Relationship Mining (UD-CRM) algorithm. The algorithm 

proposed in this paper is made more effective with 

consideration on the usage of FIN algorithm which is faster 

and provides accurate frequent item sets. Moreover, the 

algorithm considered different parameters like support, 

confidence, sliding window and stock dataset of different 

size.  

VII. CONCLUSIONS AND FUTURE WORK 

Investigation into cause-and-effect relationships has its 

utility in many real time applications. In the case of stock 

market which shows unexpected trends, it is essential to 

consider causal relationships. Moreover, upstream and 

downstream relationships associated with cause-and-effect 

can have more impact on the prediction of stock performance 

of selected portfolios. A group of companies may be related 

to a domain and all of them may get affected due to some 

cause-and-effect relationship. Mining such trends needs 

careful consideration of stock portfolios and mine useful 

rules that govern cause and effect. In this paper, we proposed 

a framework that provides required guidelines with an 

underlying algorithm to mine upstream and downstream 

causal relationships in stock markets. A prototype application 

is built to demonstrate proof of the concept. The experimental 

results are evaluated using performance metrics like 

execution time, memory usage, precision, recall and 

f-measure. The proposed framework showed better results 

than an existing state of the art method. In future we intend to 

consider causal-chain relationships that provide finer grained 

knowhow on the prediction of causal relationships and the 

portfolios in stock market. 
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