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Abstract: Various statistical methods are used to estimate software reliability, to gain accuracy in software reliability prediction the data sets from the software testing results must be in detail and enormous in size. Existing papers have been acquired the reliability with a limited number of datasets, that too acquired from existing templates. This work attempts to create two layers of software design and testing methods to acquire a real-time error dataset. The first one is single system software design and second one is multiuser server-based testing. Using these two types of software design and by employing automatic data testing using Brute force algorithm, dynamic error occurrences of the datasets with time period will be acquired and tabulated, based on the error results. Instead of predicting the accuracy alone, the proposed work will also predict the possible reasons for the error occurrence scenario and tries to provide an optimal solution, using these types of vigorous testing and solutions, various aspects of the software can be measured like user traffic handling capability, possibility of input error combinations etc. For designing purpose, two different type of software one is java for desktop application and another one is python language for multiuser activity will be used to give different flavors in testing results.
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I. INTRODUCTION

In this computer era it is necessary to develop a highly reliable software to support our day-to-day life. Measuring the desirable properties of a software in quantitative terms is an established part of the reliability engineering. Reliability is one of the most desirable property of most of the software. It is defined as the analysis and study of operational behavior of software-based system based on user requirements.

II. PROPOSED WORK

A. Single System Software Design

A GUI for student database application to record the student exam result is developed and auto tested by employing a Brute force non sequential pattern generator.
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Fig 1: Standalone System: Random Test Pattern

In a single day maximum of 500 student records may be created by manual data entry and faults can be observed and tabulated, using this assumption as a basic threshold, after every 1000 data entries in from the test pattern will be assumed as a Day. Whenever the Software detects an exception an error count will be incremented. Exception may occur due to Mismatch in expected data type or a database response error. An error log report provides the ability of software to record errors. It typically includes details about the problems encountered. Using this technique, we can relate to how a software error may occur and implementing automated testing reduces 90% of manual testing time (i.e. weeks converted into minutes). Error counting based on the number of test patterns will be tabulated.

B. Server Based Testing

The second type of software testing is server based testing, The reliability of a software service which is designed to handle multiple clients cannot be calculated with respect to the software errors, because the occurrences of the software error itself will be dynamic based on the number of parallel users, to test this scenario a python based grid service is developed with TCP socket protocol, the aim of the grid service is to validate whether a number supplied by the user is prime or not. The selection of prime number service is intentionally crafted due to its mathematical complexity, The time complexity of the Prime number validation is O (sqrt (n)) and it can be visually verified for 8digit input too, whereas the word count program where the time complexity is o(n) cannot be manually verified for large data size. That’s why prime number validation is utilized as client service, server will wait for the client connection in an IP and with a specified port value.
Whenever a client initiates a connection with server through the IP address, server will immediately create a new thread to operate the client, these parallel processing threads is for servicing the client without actually disturbing the server functionality. This process is applicable for all the newly connected client, a client can either manually supply an integer to the server or it can make the server thread to go into test mode in which a randomly generated variable size integer will be applied to the server at 1 sec time delay.

Through this vigorous method of utilizing server with multiple clients, we can measure the CPU utilization, RAM availability and the Disk Hardware errors of the server with respect to the number of clients. Through this testing instead of predicting the software errors occurred during testing we can predict the load handling capability of the server by means of maximum number of clients it can handle at a time and min and max response time to client based on the queue etc.

Following screens display server that is waiting for client query, client passing data to server and client testing pattern to server.

<table>
<thead>
<tr>
<th>S NO</th>
<th>No of Clients</th>
<th>CPU USAGE (i3 Core)</th>
<th>RAM USAGE(MB)</th>
<th>Avg Response Time(sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>25%</td>
<td>100</td>
<td>5</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>26%</td>
<td>104</td>
<td>5</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>28%</td>
<td>105</td>
<td>6</td>
</tr>
<tr>
<td>4</td>
<td>4</td>
<td>31%</td>
<td>109</td>
<td>8</td>
</tr>
<tr>
<td>5</td>
<td>5</td>
<td>34%</td>
<td>109</td>
<td>12</td>
</tr>
</tbody>
</table>

The CPU usage expressed in the form of graph. The graph shows that as the number of clients increases there is an increase in CPU usage.
The above graph display the cpu usage of three different clients.

### III. Conclusion and Future Work

This proposed work attempts to redefine the deciding metrics of software reliability. Still now software reliability is calculated based on the number of software or hardware faults occurred over a period of time. Current methods to measure the reliability of software are usually focused on manual data collection method. For such products, unique issues arise in obtaining the failure data, and in analyzing this data to determine reliability. Whereas in the era of full stack development (Software, Webservers, APP) predicting reliability is a multi-faced task. The factors which impact the reliability of software can no longer be identified using traditional data collection methods. This proposed standalone application will read the software description, and will generate test patterns according to the input types and collects test results, predict the software reliability in real time and suggest the possible ways to improve the software. This quantitative information pro-actively focus on analyzing the reliability of software. In server-based testing we can measure the CPU utilization, RAM availability and the Disk Hardware errors of the server with respect to the number of clients.

Thus, the general formula for predicting the software reliability based on number of software error need to be modified to include various dynamic variable like, no of CPU cores, minimum RAM requirement and reliability score of the software may varies based of the different system resources.

From the above-mentioned issues, it is necessary to develop an automated tool using vb.net. In future, the results and data collected from software at the time of real time testing would be tabulated in excel and it will be passed to vb.net software to calculate reliability of software.
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