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Abstract: Extraction and analysis of public opinions from social network data can provide interesting outcomes and inferences about product, service, event or personality. Twitter is one of the most popular medium for analyzing the public sentiment through user tweets. Feature specific opinion analysis provides highly accurate and effective classification and categorization of public opinions. This paper focuses on developing an opinion mining framework for automated analysis of tweet opinions using efficient feature selection and classification algorithms. For this purpose, an Improved Dolphin Echolocation Algorithm (IDEA) is developed by enhancing the optimization performance of the Dolphin Echolocation Algorithm (DEA). The limitations of DEA are the insufficient exploration and exploitation properties in local optimum solutions and also impact the convergence rate. These shortcomings are overcome by the proposed IDEA algorithm. In this work, first the tweets are collected and pre-processed to extract the features using Part-of-Speech (POS) tagging and n-grams aided by a dictionary. Using IDEA, the feature subset candidates are selected and the outcomes are fed as input to the baseline classifiers to obtain highly accurate opinion classification. The evaluation of the k-Nearest Neighbor (KNN), Naïve Bayes (NB) and Support Vector Machine (SVM) classifiers using the two feature selection approaches of DEA and IDEA are performed over cancer and drug tweets datasets and the results illustrate that the classification accuracy of opinions is enhanced significantly through the IDEA based feature selection than the traditional DEA algorithm. These results justify the utilization of the proposed IDEA algorithm for improving the opinion mining applications in different fields.

Index Terms: Dolphin Echolocation Algorithm, Feature specific opinion analysis, Improved Dolphin Echolocation Algorithm, Opinion mining, sentiment analysis, Support Vector Machine.

I. INTRODUCTION

Sentiment analysis from the social networking data is an interesting research topic as it improves the accuracy and effectiveness of public opinion mining [1]. In recent years, the trend of extracting public opinions from popular social media like Facebook and Twitter has been increasing rapidly. The social media platforms are utilized by the people for communicating their opinions and experiences from which the organizations and business ventures can gather vital information that help in improving their business markets [2]. The business profiles disseminate the knowledge about their products and services from the social media, rather than traditional survey models, for better business development. The digital marketing concept has revolutionized the promotion of contents to larger audiences through specialized recommendations of the products and services. Multiple organizations compete to extract knowledge from various sources and utilize them to gain the customer attention [3]. The sentiment analysis of user opinions from social media takes center stage in these functions.

Twitter is the most popular micro-blogging site and the opinion mining from the user tweets is one of the most interesting approaches of obtaining public opinions [4]. The main reason for the suggestion of utilizing Twitter is due to its higher usage for business services increases the knowledge extent compared to Facebook and LinkedIn. However, the higher usage of Twitter also increases the risks in extraction of genuine tweets since the spam tweets are most common [5]. A statistic report has shown that only around 1% of the total Twitter user accounts are verified genuine accounts for major public figures and organizations. This shows that the majority number of accounts is not verified and may be forged or spam created for the purpose of content sharing and marketing [6]. Hence the important challenge in tweet opinion mining has to be dealt with the spams. Therefore the sentiment analysis approach has to be highly advanced to tackle such challenges and provide better public opinion mining.

The three important categories of opinion mining that are utilized to extract public opinions from tweets are lexicon-based methods, machine learning-based methods, and hybrid methods [7]. Lexicon-based methods utilize predefined dictionaries to determine the sentiments of data [8] while the machine learning-based methods are most commonly applied with better results [9]. However, the lexicon-based methods provide less accurate results for short hand texts and the machine learning-based methods restrain from better opinion mining due to data size and unlabeled data. Recent researches utilized the hybrid methods to provide better opinion mining than individual lexicon-based and machine learning-based methods [10]. In this paper, an automated opinion mining framework is presented based on the hybrid opinion mining methods. The proposed framework uses dictionary for sentiment determination, IDEA for feature selection and machine learning classifiers for sentiment classification. The performance of the proposed
framework is evaluated and compared with state-of-the-art methods to illustrate its efficiency. This article is structured as: Section 2 offers a literature survey of recent related works. Section 3 demonstrates the proposed opinion mining approach using IDEA feature selection whose evaluation results are offered in section 4. Finally, the conclusion of this article along with future research scope is discussed in section 5.

II. RELATED WORKS

Latest research works highlighted the use of lexicon and machine learning techniques for twitter sentiment analysis. Stojanovski et al, [11] developed deep neural network architecture based sentiment analysis from tweets using automatically annotated dataset. This approach detects 7 emotions from the annotated dataset using unsupervised learning of deep neural networks. However this approach lacks the clear definition for detecting sarcasm tweets. Mostafa, [12] proposed a geo-located Twitter opinion polarity analysis to map halal food consumers. This analysis used expert-predefined lexicon of seed adjectives for determining the sentiments of the tweets. However, this method has limitations in extracting the geo-located tweets which are very minimal (around 2.5%) of the overall tweets. Zainuddin et al, [13] developed a hybrid sentiment classification approach of aspect-based twitter sentiment analysis and improved the accuracy of sentiment determination. However, the approach is limited to sub-par performance due to the complexity. Al-Thubaity et al, [14] utilized a sentiment lexicon in the analysis of Saudi dialect tweet opinion mining. This approach utilized modern standard Arabic text phrases along with the Arabic lexicon to improve the classification accuracy. However, the lexicon employed is very small and hence the performance is still questionable for larger lexicons. Rodrigues & Chiplunkar, [15] proposed a new big data approach for tweet sentiment analysis using a hybrid approach. The proposed Hybrid Lexicon-Naive Bayesian Classifier (HL-NBC) method is the combination of NBC with a popular lexicon to improve the classification accuracy of tweet opinions.

Alahmadi & Zeng, [16] proposed a Twitter-based recommender system to address cold-start using genetic algorithm based trust modeling for accurate sentiment analysis. This approach also utilizes the Support Vector Regression algorithm to predict the sentiments. However, this approach fails to effectively detect the sarcasm tweets. Yuvaraj & Sabari, [17] proposed a Twitter sentiment classification approach using binary shuffled frog algorithm. This approach utilized the feature selection technique with ensemble classifier to improve the classification accuracy. Kumar & Jaiswal, [18] presented an optimal feature selection approach based on swarm intelligence algorithms for improving the accuracy of sentiment prediction of tweets. This approach utilized binary grey-wolf and binary moth flame optimization algorithms for selecting optimal features and improved the sentiment classification accuracy. However, this approach has limitations in handling the larger data size. Tubishat et al, [19] developed a feature selection approach for sentiment analysis of Arabic text using an improved whale optimization algorithm (WOA). The authors improved the WOA using Elite Opposition-Based Learning (EOBL) at initialization phase and incorporated evolutionary operators at end of each iteration to improve the convergence rate. The information gain is used in SVM classifiers to reduce the search space and improve the sentiment prediction accuracy.

Goel & Garg, [20] proposed a sentiment analysis model using Gravitational Search Optimization (GSO) algorithm for social networking data. This model utilized GSO for feature extraction that improves the overall sentiment classification accuracy. Budhi et al, [21] proposed the use of multi-PSO based classifier for sentiment polarity prediction of user tweets. This approach employed the parallel processing technique by utilizing multiple PSO based classifiers for improved sentiment prediction. Packiam & Prakash, [22] developed a novel integrated framework using modular optimization for sentiment prediction from big tweet data. The authors employed modular optimization-based feature selection with multi-class SVM for achieving high accuracy of sentiment analysis with less execution time. However, this approach is most suited for only smaller data size.

From the literature, it can be understood that although the methods are aimed at supremacy in sentiment analysis of tweets there are many limitations and room for improvements. This paper focuses on developing a hybrid opinion mining framework to avoid those limitations and provide high performance in tweet sentiment analysis.

III. PROPOSED OPINION MINING FRAMEWORK

The proposed automated opinion mining framework is developed to improve the tweet opinion mining. The architecture of the proposed framework is given in Fig. 1. The opinion mining model utilizes general modeling steps of pre-processing, feature extraction and selection and classification on the tweets collected from Twitter through Twitter API based on specified keywords. First the tweets are preprocessed and the features are extracted by feature descriptors with the help of medilexicon dictionary. The features are selected using the DEA and IDEA algorithms based on which the sentiments of the tweets are classified.
A. Data Collection
The tweets are gathered from Twitter API using the keywords related to cancer and drugs to form two medical datasets. The datasets contain 6400 tweets of cancer and 500 tweets on drugs respectively, from which 2500 data samples are employed in training the system before testing the remaining tweets. The proposed model has the ability to be updated with real-time inclusion of additional tweets.

B. Pre-processing
Pre-processing in the proposed opinion mining framework includes the steps of data cleaning, URL removal, duplicate tweet removal, spell checking, punctuation removal, tokenization, case normalization, stemming and stop word removal. These processes are performed to remove the irrelevant tweet data to filter and provide highly effective data as input to the system.

C. Lexicon dictionary and feature extraction
The lexicon dictionary enables the system to extract the sentiment words meanings from the tweets. The sentiment features from the tweets are mainly the nouns, pronouns and adjectives while the verb and adverbs provide additional information. As the tweets are medical related phrases, the online medilexicon dictionary from www.medilexicon.com is utilized to extract the phrase meanings to formulate the tweets. The content words, function words, POS tags and POS n-grams features are extracted to improve the classifier performance [23] which are also used in combinations of (content words & function words), (function words & POS n-grams), and (content, function words & POS n-grams).

D. Feature Selection
For the purpose of selecting the optimal features from the set of features extracted in the previous step, efficient optimization algorithms are used. The Dolphin Echolocation Algorithm and Improved Dolphin Echolocation Algorithm are used in this work. The DEA algorithm is one of the recent optimization algorithms which provide very effective performance. The features are mapped as food sources of dolphins and the best features are selected as the optimal feature subsets. However, the DEA also suffers from the common issue of optimization algorithms. The exploration and exploitation abilities may not be efficiently balanced in some cases causing slow convergence and the algorithm getting trapped in local optimum state. To overcome these limitations, the improved DEA is proposed by changing the bilinear coefficient function of DEA and also utilize probability based next step location determination to improve the convergence rate. The features are then ranked based on information gain metric for feature reduction and then the optimal feature subset is selected.

a) DEA feature selection
DEA is based on the characteristics of dolphins’ ability to generate the special type of click sounds during the hunting process [24]. When the dolphins search for food, they generate clicks and once the clicks hit the prey their echoes are reflected back to the dolphin. Then by analysing the echoes, the location and the distance from the prey are estimated by the dolphins this ability is called as the dolphin echolocation based on which the optimization is carried out.

First the population of dolphins is initiated and for each feature, the alternatives of the search space are sorted either in ascending or descending order. Using this sorting method, for feature vectors are created as the columns of alternatives matrix. Then the NL locations are selected for the dolphins randomly and the change of convergence factor is determined by the calculation of PP of the current loop.

\[
PP(\text{Loop}_1) = PP_1 + (1 - PP_1) \frac{\text{Loop}_1}{\text{Loops Number}}^{\text{power}-1} 
\]

Where PP is the predefined probability, \(PP_1\) is the convergence factor (CF) of the first loop, \(\text{Loop}_1\) is the number of the current loop, power is the degree of the curve and \(\text{Loops Number}\) is number of loops in which the algorithm should converge.

The fitness for each location is computed based on the error rate formula with 0.57 as the threshold value.
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Then the accumulative fitness is computed according to dolphin rules for i-th location, j-th variable and \( k = -R_e \) to \( R_e \). Here the Coefficient\((k)\) is highlighted separately to make sense of modifying the convergence factor.

\[
AF_{(4+k)} = \text{Coefficient}(k) \times \text{Fitness}(i) + AF_{(4+k)}
\]

\[
\text{Coefficient}(k) = (1 - \frac{|k|}{R_e})
\]

Where \( AF_{(4+k)} \) is the accumulative fitness of the \((A + k)\)th alternative to be chosen for the j-th variable; \( R_e \) is the effective radius in which accumulative fitness of the alternative A’s neighbors are affected from its fitness.

To distribute the possibility much evenly in search space, a small value is added to all the arrays as \( AF = AF + \epsilon \). Then the best location of current loop is found and the AF is set to zero. For variable j, calculate the probability \( P_{ij} \) of choosing alternative i according to the following relationship:

\[
P_{ij} = \frac{AF_{ij}}{\sum_{j} AF_{ij}}
\]

In the final stage, the alternatives of variables with best locations are assigned with a probability equal to PP while the remaining locations are assigned with probability given by

\[
P_{ij} = (1 - PP) P_{ij}
\]

This probability will help in determining the next step locations and finally the global best location is selected. As per the mapping of algorithm, this location is the high ranked feature based on the information gain. This feature subset will become the optimal feature. Algorithm 1 shows the steps involved in DEA based feature selection.

**Algorithm 1: DEA based feature selection**

1. Initiate NL locations for a dolphin randomly and sort alternatives of search space for creating Alternatives matrix.
2. Calculate the PP of the current loop using Eq. (1).
3. Estimate the fitness of each location.
4. Compute the accumulative fitness using Eq. (2).
5. Adjust the value of arrays to distribute the possibility of search space.
6. Determine the best location of current loop and let their \( AF = 0 \).
7. Calculate the probability \( P_{ij} \) for each variable.
8. Assign a probability equal to PP to all alternatives chosen for all best location variables and devote rest of the probability to the other alternatives using Eq. (5).
9. Calculate the next step locations according to the probabilities assigned to each alternative.
10. Repeat Steps 2–9 until a termination condition is met.

**b) IDEA based feature selection**

Although Dolphin echolocation algorithm provides efficient results, the exploration and exploitation abilities are not efficiently balanced and results in local optimum solutions. Also the convergence rate is slow as in other optimization algorithms. To overcome these limitations, two concepts are proposed to develop the improved DEA. First step is to improve the exploitation ability by changing the bilinear coefficient function Coefficient\((k)\) into a non-linear equation. The second step is to modify the estimation of next step location using the chaotic Gauss map concept to improve the convergence rate.

First the population of dolphins is initiated and the NL locations are randomly selected for each dolphin based on feature subsets to sort the alternatives and create the Alternatives matrix. Then the probability PP is computed and the fitness values based on error rate for each location is estimated. Then the bilinear coefficient function Coefficient\((k)\) is modified into a non-linear equation to support all direction movement for the dolphins in the feature search space.

\[
\text{Coefficient}(k) = 1 - \frac{R_e^2(|k| - R_e)^2}{R_e^2}
\]

The non-linear property of the coefficient function enables the features to be compared in less iteration and improves the exploration. Using this Coefficient\((k)\), the AF estimation equation (2) in dolphin echolocation algorithm is modified into the following equation

\[
AF_{(4+k)} = \left(1 - \frac{R_e^2(|k| - R_e)^2}{R_e^2}\right) \times \text{Fitness}(i) + AF_{(4+k)}
\]

Then the remaining processes are performed as in DEA until the best locations are obtained. In the penultimate step, the estimation of the next step locations is performed by using the chaotic Gauss map concept. It formulates the next step location determination by

\[
x^{t+1} = \begin{cases} 
0 & \text{if } x^t = 0 \\
\frac{1}{2} - \frac{1}{x^t} & \text{otherwise}
\end{cases}
\]

“Where \( x^t \) is a random number in (0,1) and \( x^{t+1} \) is a chaotic sequence in (0,1). This formulation provides the ability to select the next step locations in almost all possible alternatives and reduces the search time which improves the convergence speed. Algorithm 2 shows the steps involved in IDEA based feature selection.

**Algorithm 2: IDEA based feature selection**

1. Initiate NL locations for a dolphin randomly and sort alternatives of search space for creating Alternatives matrix.
2. Calculate the PP of the current loop using Eq. (1).
3. Estimate the fitness of each location.
4. Compute the accumulative fitness using Eq. (7).
5. Adjust the value of arrays to distribute the possibility of search space.
6. Determine the best location of current loop and let their \( AF = 0 \).
7. Calculate the probability \( P_{ij} \) for each variable using Eq. (4).
8. Assign PP probability to best locations and different probability to other locations using Eq. (5).
9. Calculate the next step locations using Eq. (8).
10. Repeat Steps 2–9 until a termination condition is met.

E. **Sentiment Classification**
The final stage of the proposed opinion mining framework is the classification of the sentiment polarity of the tweets. The baseline classifiers namely k-NN, NB and SVM are used for classification. The baseline classifiers are selected on the basis on more commonly used methods. The combination of the feature selection technique using DEA and the baseline classifiers is performed first to evaluate the classification performance due to DEA. Similarly, the IDEA based feature selection with the baseline classifiers is also performed.

IV. PERFORMANCE EVALUATION

The performance is evaluated in MATLAB tool using the collected cancer and drug related datasets in varying data sizes. The number of tweets in cancer dataset ranges from 1000 to 5000 while that in drug dataset ranges from 100 to 500. The comparison of the IDEA and DEA based baseline classifiers are performed to determine the efficiency in terms of accuracy, precision, recall, f-measure and processing time. Table 1 displays the accuracy evaluation of the DEA feature selection based classifiers with the IDEA feature selection based classifiers. IDEA-SVM outperforms other models; for instance when considering 5000 tweets in cancer dataset, the accuracy of IDEA-SVM is 96.58% which is greater than the other compared approaches. Similarly, for most data ranges in drug dataset, the IDEA-SVM has higher accuracy. Likewise, the IDEA based classifiers outperform their corresponding DEA based classifiers with better accuracy.

Table 2 demonstrates the precision evaluation of the DEA feature selection based classifiers with the improved DEA feature selection based classifiers. For most data ranges in cancer and drug dataset, the IDEA-SVM has better precision values with the IDEA based classifiers outperforming their corresponding DEA based classifiers. For instance, when considering 5000 tweets in cancer dataset, the precision of IDEA-SVM is 99.12% which is greater than the other compared approaches.

Table 3 illustrates the recall evaluation of the DEA feature selection based classifiers with the improved DEA feature selection based classifiers. For most data ranges in cancer and most data ranges in drug dataset, the IDEA-SVM has better recall values. For instance, considering 5000 tweets in cancer dataset, the recall of IDEA-SVM is 96.54% which is greater than the other compared approaches. The comparison between DEA and IDEA classifiers shows that the IDEA classifiers have higher recall values than their corresponding DEA classifiers.

Table 4 displays the F-measure evaluation of the DEA feature selection based classifiers with the improved DEA feature selection based classifiers. For most data ranges in cancer and drug dataset, the IDEA-SVM has better F-measure. For instance, when considering 4000 tweets in cancer dataset, the F-measure of IDEA-SVM is 97.5% which is greater than the other compared approaches. It is also noted that the IDEA classifiers perform better than their corresponding DEA classifiers with higher values of F-measure.

Table 5 shows the processing time (measured in seconds) evaluation of the DEA feature selection based classifiers with the improved DEA feature selection based classifiers. IDEA-SVM has less processing time for different size of data and it should also be noted that the IDEA based classifiers perform better than their corresponding DEA classifiers.

From the comparison results, it can be found that the proposed opinion mining framework using Improved DEA feature selection and SVM classification has better performance which is proved through with higher values of accuracy, precision, recall and f-measure while less processing time. This verifies that the Improved DEA algorithm is significantly better than the DEA optimization algorithm for opinion mining applications.

V. CONCLUSION

This paper was aimed at developing an automated opinion mining framework for medical tweets with highly efficient feature selection strategy. The DEA optimization algorithm was used to select optimal features but due to the convergence rate limitations, the improved DEA has been proposed. This IDEA algorithm improves the feature selection process and also improves the accuracy of classifiers which is evident from the simulation results. In future, the proposed model will be tested in other domains to evaluate its suitability for diverse applications. The possibility of developing hybrid feature selection algorithms by combining IDEA with other efficient optimization algorithms will also be investigated.
## TABLE I

**ACCURACY (%) COMPARISON**

<table>
<thead>
<tr>
<th>Methods</th>
<th>Cancer</th>
<th>Drugs</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1000</td>
<td>2000</td>
</tr>
<tr>
<td>DEA-KNN</td>
<td>86.43</td>
<td>86.88</td>
</tr>
<tr>
<td>DEA-NB</td>
<td>89.82</td>
<td>88.3</td>
</tr>
<tr>
<td>DEA-SVM</td>
<td>92.99</td>
<td>93.33</td>
</tr>
<tr>
<td>IDEA-KNN</td>
<td>98.87</td>
<td>97.76</td>
</tr>
<tr>
<td>IDEA-NB</td>
<td>91.23</td>
<td>91.36</td>
</tr>
<tr>
<td>IDEA-SVM</td>
<td>96.46</td>
<td>96.53</td>
</tr>
</tbody>
</table>

## TABLE II

**PRECISION (%) COMPARISON**

<table>
<thead>
<tr>
<th>Methods</th>
<th>Cancer</th>
<th>Drugs</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1000</td>
<td>2000</td>
</tr>
<tr>
<td>DEA-KNN</td>
<td>91.22</td>
<td>91.18</td>
</tr>
<tr>
<td>DEA-NB</td>
<td>93.8</td>
<td>93.79</td>
</tr>
<tr>
<td>DEA-SVM</td>
<td>98.85</td>
<td>98.82</td>
</tr>
<tr>
<td>IDEA-KNN</td>
<td>92.21</td>
<td>92.2</td>
</tr>
<tr>
<td>IDEA-NB</td>
<td>95.49</td>
<td>97.51</td>
</tr>
<tr>
<td>IDEA-SVM</td>
<td>99.12</td>
<td>99.11</td>
</tr>
</tbody>
</table>

## TABLE III

**RECALL (%) COMPARISON**

<table>
<thead>
<tr>
<th>Methods</th>
<th>Cancer</th>
<th>Drugs</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1000</td>
<td>2000</td>
</tr>
<tr>
<td>DEA-KNN</td>
<td>89.21</td>
<td>89.89</td>
</tr>
<tr>
<td>DEA-NB</td>
<td>91.05</td>
<td>91.35</td>
</tr>
<tr>
<td>DEA-SVM</td>
<td>92.54</td>
<td>92.5</td>
</tr>
<tr>
<td>IDEA-KNN</td>
<td>90.9</td>
<td>90.98</td>
</tr>
<tr>
<td>IDEA-NB</td>
<td>95.11</td>
<td>93.36</td>
</tr>
<tr>
<td>IDEA-SVM</td>
<td>94.89</td>
<td>96.31</td>
</tr>
</tbody>
</table>

## TABLE IV

**F-MEASURE (%) COMPARISON**

<table>
<thead>
<tr>
<th>Methods</th>
<th>Cancer</th>
<th>Drugs</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1000</td>
<td>2000</td>
</tr>
<tr>
<td>DEA-KNN</td>
<td>88.75</td>
<td>88.5</td>
</tr>
<tr>
<td>DEA-NB</td>
<td>91.77</td>
<td>91.36</td>
</tr>
<tr>
<td>DEA-SVM</td>
<td>94.26</td>
<td>94.32</td>
</tr>
<tr>
<td>IDEA-KNN</td>
<td>90.6</td>
<td>90.64</td>
</tr>
<tr>
<td>IDEA-NB</td>
<td>95.6</td>
<td>95.64</td>
</tr>
<tr>
<td>IDEA-SVM</td>
<td>98.1</td>
<td>98.34</td>
</tr>
</tbody>
</table>

## TABLE V

**PROCESSING TIME (SECONDS) COMPARISON**

<table>
<thead>
<tr>
<th>Methods</th>
<th>Cancer</th>
<th>Drugs</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1000</td>
<td>2000</td>
</tr>
<tr>
<td>DEA-KNN</td>
<td>38.97</td>
<td>51.89</td>
</tr>
<tr>
<td>DEA-NB</td>
<td>35.12</td>
<td>49.08</td>
</tr>
<tr>
<td>DEA-SVM</td>
<td>33.76</td>
<td>47.88</td>
</tr>
<tr>
<td>IDEA-KNN</td>
<td>31.90</td>
<td>46.25</td>
</tr>
<tr>
<td>IDEA-NB</td>
<td>30.89</td>
<td>44.9</td>
</tr>
<tr>
<td>IDEA-SVM</td>
<td>29.15</td>
<td>42.85</td>
</tr>
</tbody>
</table>
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