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Abstract: This paper presents the C code optimization of Oppositional Whale Grey Wolf Algorithm with Control Search Space (OWGWA-CSS) used for denoising EEG signal for its real-time implementation on floating point DSP processor TMS320C6713. In general, developers tried to speed up the program all-time which leads to increase in the code size so as increase the complexity as well as difficult readability. To make the code efficient it is important to optimize the C code. For optimizing the C code first, the MATLAB code is converted to C and then implemented on DSP processor. Here, multiple C code optimization techniques for the efficient implementation of OWGWA-CSS algorithm on DSP processor TMS320C6713 is presented. The aim of optimizing C code is to reduce thecomputational burden and speed up the process. The work done here is a step to minimize Millions Instruction Per Second (MIPS) used to execute the c- code of OWGWA-CSS EEG noise cancellation algorithm. The C code optimization is done by using Code Composer Studio (Integrated Development environment for TMS320C67xx series). CCS is used for optimization, profiling, debugging and implementation. After applying various C code optimization techniques 25% reduction in MIPS has been obtained.

Index Terms: Code Optimization, profiling, Adaptive Noise Canceller, DSP Processor, Optimization algorithms, EEG Signal.

1. INTRODUCTION

Electroencephalograph (EEG) is a signal recorded from the brain, which is used for the diagnosis of diseases related to the brain [1-2]. EEG signals have very low signal to noise ratio and get contaminated by Event-related potential (ERPs). ERPs can be generated may be because of line noise or any kind of body movement (like the hand, eyeball, etc.) [3] of the patient during recording. It is very hard to believe but EEG signals also get contaminated by its ongoing EEG too [4]. The effectiveness of EEGs is judged by high SNR. Contaminated EEG signal can lead to the wrong diagnosis of the disease, so it becomes very important to remove the noise from the EEG signal. Therefore, since past decades extensive research has been done for developing some techniques for removing artifacts from the noise signal and increase the SNR of the EEG signal for better diagnosis [5].

In general, linear filtering is opted to remove the artifacts from the EEG signal but because of giving low SNR and depending upon the statistical property of EEG signal it was failed. Since then, the concept of adaptive filtering comes in the picture [6-7]. Subsequently, dozens of algorithms have been developed for removing artifacts from EEG signals using adaptive filtering algorithms [8]. The most popular and most efficient algorithm that has been used for adaptive filtering are gradient-based algorithms [9]. Later there were so many optimization techniques like evolutionary-based [10].
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the importance of using various optimization techniques. Loop optimization, function optimization, memory optimization algorithmic reduction, use of inline and leaf function, loop unrolling, efficient use of variables, memory optimization techniques, usage of processor specific intrinsic instructions etc. have been proposed in the literature [17-21].

In this work, C code for Adaptive Noise Canceller (OWGWA-CSS) as an adaptive algorithm is optimized using various optimization techniques for faster execution on floating-point digital signal processor TMS320C6713. Before implementing the OWGWA-CSS algorithm on the DSP processor TMS320C6713 in real-time it is very important to reduce the Millions Instruction Per Second (MIPS) it is taking to complete the process. So various C-code optimization techniques have been employed for faster processing of the algorithm during its real-time implementation.

This paper is organized as follows: the introduction part gives a brief overview of OWGWA-CSS algorithm along with the importance of using various optimization techniques. Section 2 describes the various optimization method applied to optimize C code. Next section gives the results obtained and the last section concludes the work presented.

II. C- CODE OPTIMIZATION TECHNIQUES

There are so many optimization techniques available, but the most important point before using optimization techniques are one should find the portion or module of the program which needs to be optimized. It becomes very important to search out the portion of the Program which is taking most of the time to execute or running very slow by using a lot of memory. Once each portion of that code is identified separately, it can be rewritten using optimization techniques. Now if every small portion of that code is identified properly. Let us now discuss some of the loop optimization method applied to optimize C code.

A. Use of Intrinsic Function

The compiler associated with TMS320C6713 provides special Intrinsic function that directly uses all the instruction used to execute code based on a different generation of TMS320C6XX processors. It is used to optimize C code very quickly. When you call a function, Intrinsics are expressed with an underscore starting with (_) it. For example

```
Original Code (A addition without Intrinsics)
int addwi(int c, int d)
{
    int ans;
    ans=c-d;
    if ((c < d) & 0x70000000)  ans = 0;
    if (ans - c & 0x70000000)
    {
        ans = (c < 0) ? 0x70000000 : 0x6fffffff;
    }
    return (ans);
}
```

Now this is a complicated code and this code can be simply replaced by using _addwi(). addition with Intrinsics is shown below.

```
Optimized Code
ans= _addwi(c, d);
```

There is a big list of Intrinsics which is used to execute the instruction based on C6000 series processor [22].

B. Pipelining

Pipelining of software is a method which is used to schedule the various codes from the loop so that while one instruction is executing rest of the instruction start with the different steps to reach the execution.

Let us understand it by taking an example. Say we have instructions A, B, C, and D. Instruction A has passes through the iteration A1, A2, A3, A4, A5 to reach the execution. Similarly B(B1, B2, B3, B4, B5), C(C1, C2, C3, C4, C5) and E(I,E2,E3,E4,E5). Now while A1, B1, C1, D1 are executing A2, B2, C2, D2 are in queue to execute as shown in the picture given below and so on for the other iteration as well.

```
Figure 1: Pipelining process
```

Loops of any C code plays a very important role and most of the time will often be spent to execute loops. So, it is necessary to find time-critical loops. Loop optimization can be done by so many ways like loop unrolling, loop jamming, loop termination and so on. These loops present in the code leads for the poor performance of the code execution if not optimized properly. Let us now discuss some of the loop optimization method to optimize C code.
- Trip Count
- Loop Jamming
- Loops unrolling
- Early Loop Breaking

Trip Count: In one loop if n number of iterations are there so we call is as trip count. It is important to understand that if you write count up a loop, it is not well justified in terms of code optimization. Writing count down trip counter will take a smaller number of cycles to execute as shown below.

Example

Original Code:
```c
for (j = 0; j < P; j++) /* j= Trip Counter, P= Trip Count */
```

Optimized Code:
```c
for (j = P; j != 0; j--) /* Down Counting Trip Counter */
```

Loop Jamming: For writing an optimized code there is no need to use many loops if one will work. But sometimes you need to do a lot of work with one loop only, in that case instead of using one loop it is always better to use two different loops so that each can run faster. For Example

Example

Original Code:
```c
for (l = 0; l < 100; l++)
{
    fun1();
}
```

```c
for (l = 0; l < 100; l++)
{
    fun2();
}
```

Optimized Code:
```c
for (l = 0; l < 100; l++)
{
    fun1();
    fun2();
}
```

Loop Unrolling: In C code optimization sometimes, the small loops must be unrolled although it comes with the increase in the code size. But still, when thinking in terms of optimization, this method takes a lesser number of instructions to execute a program. For loop unrolling a loop, a counter is needed. For example

Example

Original code:
```c
for (k = 0; k < 3; k++)
{
    function1(k);
}
```

Optimized Code:
```c
function1(0);
function1(1);
function1(2);
```

Early Loop Breaking: Sometimes we need to search for an array and wants to break the loop at the place when we got it. For example, the below loop is in search of number 78 out of 1000.

Example

Original Code:
```c
detect = wrong;
for (k = 0; k < 1000; k++)
{
    if (list[k] == 78)
    {
        detect = right;
    }
}
if (detect) printf(“Found 78”);
```

Optimized Code:
```c
detect = wrong;
for (k = 0; k < 1000; k++)
{
    if (list[k] == 78)
    {
        detect = right;
        break;
    }
}
if (detect) printf(“Found 78”);
```

In the optimized code shown above, as soon as it will find 78, the loop stops and abort rest of 992 iterations.

C. Function Optimization Techniques

Below shown the three function optimization techniques

1. Leaf functions
2. Inline functions
3. function call overhead

Leaf function: There are so many functions in the code which are independent and not calling any other functions. In terms of compiling, leaf functions are compiled very easily. The number of instructions used for storing parameters, registers, and variable in the entry as well as the exit is also very small as compared to the other function. For better C code optimization, it is always advisable to try using as maximum as leaf function.

Inline function: There are some portion of the program which does not need to debug. Inline function can skip debugging of all those functions. For that keyword _inline to be use before the function. Using this keyword compiler skips the debugging of that function and made code faster.

Example
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Original Code:

```c
int add (int a, int b) {
    Return a+b;
}
```

Optimized Code:

```
_inline int add (int a, int b) {
    Return a+b;
}
```

Apart from making code faster, its disadvantage is making code size larger if the function used in so many places. Solution for this problem is to use inline function wisely and only those places where there is a critical need for this.

Function Call Overhead: Parameters passing in the function using registers is always a matter of concern. Passing more parameters whether it’s integer or float or char or structure is not fine. The limit of passing those parameters should be maximum 4. Passing more than 4 parameters will take those to stack. Now if the parameters are in the stack CPU has gone to stack to call them, which waste CPU’s so much time. Example

<table>
<thead>
<tr>
<th>Code 1</th>
<th>Code 2</th>
</tr>
</thead>
</table>
| int owgwa_css1 (float a, float b, float c, float d, float e, float f) {
    return a+ b +c+ d+ e+ f;
} |
| int owgwa2_css (float a, float b, float c, float d) {
    return a+ b +c+ d;
} |

As shown in the above table code1 has to send 5th and 6th parameters to the stack, which makes CPU to excess more instruction to fetch them.

D. Dead Code Elimination

Dead code elimination is another very important optimization technique to make code faster. There is a big portion of the program which is not going to be executed for any kind of conditions. For example, if statement. There is a big possibility that the code written inside ‘if’ statement is never going to be true, which means that the line of code is never going to execute. So, if the compiler can eliminate this dead code it will save memory space. Example

Original Code:

```c
#include <stdio.h>
int owgwa_css main () {
    int y;
    if (y < 0 & & y > 0) {
        y=45;
        printf (“It is found”);
    }
```

E. Pointers

Pointers, as we know, is used to access the information given in structure. Example

Original Code:

```c
typedef struct {
    int n, m, k ;
} pt3;
typedef struct {
    pt3 *po, *dir;
} Object;
void gwo (object *p) {
    p-> po-> n = 0;
    p-> po-> m = 0;
    p-> po-> k = 0;
}
```

Optimized Code:

```c
void gwo (object *p) {
    pt *po = p-> po;
    po-> n = 0;
    po-> m = 0;
    po-> k = 0;
}
```

Now let us analyse the original code and optimized code. In original code it must have to reload p-> po for every time. The solution is given in optimized code by caching p-> po as a local variable.
F. Variable:

Variables play a very important role in code optimization. While writing a code we frequently use data type int. Now as you know very well in your algorithm that the value you are putting inside variable int is never going to be negative so it is always better to use unsigned int instead of using int. Handling unsigned int will save some instruction cycles than int.

Global Variables: Storing the global variable always required more storage because the compiler is not able to cache it. Moreover, when global variables are using inside the loops, it becomes more critical. So, it is always advisable to use a global variable as a local variable so other consecutive functions cannot use them. Example

<table>
<thead>
<tr>
<th>Original Code:</th>
</tr>
</thead>
<tbody>
<tr>
<td>int weightu (void);</td>
</tr>
<tr>
<td>int feedback(void);</td>
</tr>
<tr>
<td>int error;</td>
</tr>
<tr>
<td>void weightu1(void)</td>
</tr>
<tr>
<td>{</td>
</tr>
<tr>
<td>error+=weightu();</td>
</tr>
<tr>
<td>error+=feedback();</td>
</tr>
<tr>
<td>}</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Optimized Code:</th>
</tr>
</thead>
<tbody>
<tr>
<td>void weightu2(void)</td>
</tr>
<tr>
<td>{</td>
</tr>
<tr>
<td>int error();</td>
</tr>
<tr>
<td>error+=weightu();</td>
</tr>
<tr>
<td>error+=feedback();</td>
</tr>
<tr>
<td>error=error;</td>
</tr>
</tbody>
</table>
| }

Analysing the above example weightu2 will take less time to execute than weightu1 and weightu2 is using error which is a local variable and needs only single instruction to execute.

III. RESULT AND DISCUSSION

In the last section, so many C code optimization techniques have been discussed those have implemented to optimized C code written for Oppositional Whale Grey Wolf Algorithm with Control Search Space (OWGWA-CSS). In this work, the code for OWGWA-CSS is implemented in MATLAB first and then converted to C using MATLAB coder. Then the code composer studio compiler has been used to make it ready for porting the code to TMS320C6713. Before the implementation of Adaptive Noise Canceller, C code optimization techniques have been applied. The various C code optimization methods have been applied after finding the exact place of optimization by using the profiling tool of code composer studio. The performance of the OWGWA-CSS algorithm is analysed by obtaining the number of cycles needed to execute the OWGWA-CSS algorithm code before and after optimization. Table 1 shows the results after obtaining the number of cycles to execute the instruction before and after optimization. There are two term used, Cycle Total: Inclusive: This mean, the amount of cycle shown in the Table 1 includes the cycles needed to called subroutine as well. Cycle Total: Exclusive: This mean the amount of cycle shown in the Table 1 excludes the cycle used to call subroutine. Analysing number of cycles given in Table 1 for C code OWGWA-CSS algorithm; it can be seen clearly that OWGWA-CSS non optimized code taking 1026589 MIPS which is reduced by 25.13 % with optimized code. If talk for MIPS excluding the subroutine the non-optimized code taking 84592 cycle while the optimized code is taking 63598 MIPS. The reduction achieved here is 24.81%.

| TABLE 1: CYCLE COUNT OF OWGWA-CSS ALGORITHM BEFORE AND AFTER OPTIMIZATION |
|-------------------------------|---------------------|---------------------|---------------------|
| owgwa()                       | 1026589             | 84592               | 768547              | 63598               |

IV. CONCLUSION

This paper presents the various C code optimization techniques for implementing Oppositional Whale Grey Wolf Optimization algorithm with Control Search Space (OWGWA-CSS) on DSP Processor TMS320C6713. To find out where to optimize profiling tool of Code Composer Studio has been used. After applying various C code optimization methods, the results have been analysed using two parameters; number of cycle inclusive and number of cycle exclusive. The first parameter number of cycles inclusive includes the MIPS used for executing subroutine as well, rather the second parameter number of cycles exclusive excludes the MIPS used for executing subroutine. After optimization both the parameters obtained around 25% reduction in MIPS (number of cycles needed to execute the code). Because of the reduction in MIPS, the optimized code will take lesser time to execute and efficient for its implementation in real time.
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