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Abstract: Clustering is a data processing technique that is 

extensively used to find novel patterns in data in the field of data 

mining and also in classification techniques. The k-means 

algorithm is extensively used for clustering due to its ease and 

reliability. A major effect on the accuracy and performance of the 

k-means algorithm is by the initial choice of the cluster centroids. 

Minimizing Sum of Squares of the distance from the centroid of 

the cluster for cluster points within the cluster (SSW) and 

maximizing Sum of Square distance between the centroids of 

different clusters (SSB) are two generally used quality parameters 

of the clustering technique. To improve the accuracy, 

performance and quality parameters of the k-means algorithm, a 

new Hypercube Based Cluster Initialization Method, called 

HYBCIM, is proposed in this work. In the proposed method, 

collection of k equi-sized partitions of all dimensions is modeled as 

a hypercube. The motivation behind the proposed method is that 

the clusters may spread horizontally, vertically, diagonally or in 

arc shaped. The proposed method empirically evaluated on four 

popular data sets. The results show that the proposed method is 

superior to basic k-means. HYBCIM is applicable for clustering 

both discrete and continuous data. Though, HYBCIM is proposed 

for k-means but it can also be applied with other clustering 

algorithms which are based on initial cluster centroids. 

 
Index Terms: Clustering; k-means; Cluster Initialization; 

Hypercube Based Cluster Initialization Method; Unsupervised 

Learning.  

I. INTRODUCTION 

Data mining is used to discover novel, non-trivial and 

potentially useful pattern from data [1, 2]. Clustering is an 

unsupervised learning based function of data mining which 

partition data objects into subsets called as clusters. In other 

words, it partition or segment the data in to different groups 

based on distance or (dis)similarity among the data objects. 

The objects of cluster are like / near to each other whereas 

dissimilar / far off with the objects of the other clusters [3, 4, 

5]. The clusters are demarcated on the basis of the study of 

the behavior / characteristics of the data objects by domain 

experts as well as by the various clustering methods. Cluster 

analysis is one of the most popular techniques which is not 

only used in data mining but also extensively used in lots of 

domains such as statistics, information retrieval, pattern 

recognition, object recognition, image segmentation, image 
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bioinformatics, etc. [1, 6]. A range of clustering algorithms is 

proposed by many researchers in the literature [1, 5, 7].  

K-means is widely used for identification of clusters in 

numerous applications. K-means is considered to be the 

simplest and efficient clustering algorithms [7, 8, 9, 10]. In 

k-means, k represents the number of clusters in which the 

data objects needs to be grouped. The steps of k-means 

algorithm are (i) decide the number of clusters (k), (ii) choose 

k random data points as initial cluster centroids, (iii) compute 

distance of each data point with all cluster centroids and 

assign to the nearest one, (iv) re-compute cluster centroids, (v) 

repeat step 3 and 4 until cluster membership stabilizes.  The 

psuedocode of basic k-means is presented as Algorithm 1 [1]: 

 

Algorithm 1: Basic k-means  

Step 1: Decide k (no. of clusters) 

Step 2: Randomly initialize cluster centroids C = {c1, c2, ... , 

ck} 

Step 3: Repeat 

a. For each data point (xi) in data set (D) 

i. Compute distance dis(xi, C) between xi and 

all cluster centroids 

ii. Assign xi to the nearest cluster 

b. Re-compute cluster centroids as the mean of all 

cluster members. 

Step 4: Until cluster membership stabilizes. 

 

Every run of k-means results in formation of dissimilar 

sets of clusters with different degree of accuracy and 

performance because of the arbitrary selection of initial 

cluster centroids. Hence, accuracy and performance of 

k-means is majorly depends on initial cluster centroids. 

Minimization of SSW and maximization of SSB is the main 

objective of the clustering algorithms. In view of this, efforts 

to improve k-means have been made by many researchers. In 

view of this, a number of cluster initialization methods are 

proposed in the literature [5, 6, 7].  

Forgy [11] proposed the earliest method to initialize 

k-means in which centroids are selected purely on random 

basis. Later, McQueen [12] proposed a method similar to the 

Forgy’s Approach but differs in assigning the left over 

objects to one of the close seed location. Based on the 

centrally located instance, Kaufman and Rousseeeuw [13] 

proposed a method for cluster initialization. Katsavounidis et 

al. [14] proposed method based on the selection of furthest 

points as initial centroids. Bradley and Fayyad [15] proposed 

a technique in which the data is randomly broken into the J 

random small sub-subsets and then the initial points are 

selected.  
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A new method named as Cluster Center Initialization 

Algorithm (CCIA) proposed in [16] for finding initial cluster 

centroids using the concept of Density-based Multi Scale 

Data Condensation (DBMSDC). Su and Dy [17] proposed 

technique based on deterministic divisive hierarchical 

method for centroid initialization. Arthur and Vassilvitskii 

[18] proposed a new method named as k-means++ in which 

initial centroids are chosen one after the other with 

probability relative to the distance to the nearest centroid. 

Arai and Barakbah [19] proposed an approach based on 

transformation of the result by combining with Hierarchical 

algorithm. Based on finding a large number of local modes, a 

staged approach is proposed in [20] to specify initial 

centroids. Naldi et al. [21] suggested the methods based on 

evolutionary techniques. Initialization method based on 

iterative selection for k-means is proposed in [22]. For 

document clustering, Sandhya and Sekar [23] proposed three 

different approaches for centroid initialization. Automatic 

Clustering Using Teaching–Learning-based optimization 

(TLBO) is introduced in [24]. In Section 2 of this paper, a 

new cluster initialization method named as Hypercube Based 

Cluster Initialization Method for k-means is proposed to 

improvise the performance and accuracy of basic k-means. 

Experiment based on basic k-means and HYBCIM is carried 

out using four popular datasets in MATLAB. The results of 

experiment are presented in Section 3. Lastly, conclusion is 

drawn in Section 4. 

II. HYPERCUBE BASED CLUSTER 

INITIALIZATION METHOD (HYBCIM) 

In order to improve the accuracy, performance and 

objective functions (i.e. SSW and SSB) of k-means, a new 

method to initialize the cluster centroids is devised and 

proposed, named as Hypercube Based Cluster Initialization 

Method (HYBCIM), in this paper. In the proposed method, 

the range of each dimension (or attribute), dimi, of the data set 

is logically divided in k equi-sized partitions where k is the 

number of clusters. These collection of k equi-sized partitions 

of all dimensions is modeled as a hypercube of kd (i.e. k1 × k2 

× … × kd, where d is the number of dimensions). E.g. a cube 

of 3 dimensions with k=3 partitions each is presented in 

Figure 1.  k unique cells are randomly selected as k centroids 

for k-means from this hypercube. The motivation behind the 

proposed method is that the clusters may spread horizontally, 

vertically, diagonally or in arc shaped. Therefore, to guess the 

centroids randomly from these cells will be more near to the 

actual cluster centroids. Hence, the accuracy, performance 

and objective functions of k-means will be improved. Step 2 

of the basic k-means is modified in the proposed method. The 

psuedocode of the proposed method is presented as 

Algorithm 2: 

 
 

Figure 1. Representation of a Hypercube with 3 

dimensions and 3 partitions of each dimension 

 

Algorithm 2: Hypercube Based Cluster Initialization 

Method (HYBCIM)  

Step 1:  Decide k (# of clusters) 
// initialize k cluster centroids as per Steps 2.1 through Step 2.4 

Step 2:  Initialize cluster centroids C = {c1, c2, ... , ck} as: 
// range of values of each dimension (i.e. attribute) is logically 

divided in k equal sized partitions based on arithmetic average of 

the respective attributes 

Step 2.1: Divide the range of values of data of each 

dimension, dimi, into k equi-ranged partitions. 
// logically model the partitions of each dimension as hypercube as 

presented in Fig. 1 

Step 2.2: Consider these partitions as k1 × k2 × … × kd 

hypercube (or kd hypercube) where d is the 

number of Dimensions. 
// randomly select k unique cells from the hypercube and then 

choose a random value from each chosen k cells as k initial 

centroids 

Step 2.3: Repeat  

i. Arbitrarily choose one cell, which was not 

selected earlier, from the hypercube. 

ii. Find the randomized value of each cell 

selected for centroid. 

Step 2.4: If all centroids are chosen then go to Step 3 else 

go to Step 2.3 
// find out the cluster membership of each data point iteratively until 

cluster membership stabilizes 

Step 3:  Repeat 

a. For each data point (xi) in data set (D) 

i. Compute distance dis(xi, C) between xi and 

all cluster centroids 

ii. Assign xi to the nearest cluster 

b. Re-compute cluster centroids as the mean of all 

cluster members. 

Step 4:  If cluster membership stabilizes then end else go to 

Step 3. 

As per step 2(a), the range of values of each dimension 

dimi is equally divided into k partitions. These k-partitions of 

each dimension is modeled as a hypercube with the 

dimension d and each dimension is partitioned into k parts 

(Step 2(b)). As per step 2(c), k cells from the hypercube are 

arbitrarily chosen as k initial centroids such that the same cell 

will not be repeated. The proposed method ensures that the 

two or more initial centroids are not chosen from the same 

cell which is possible in basic k-means. 

III. THE EMPIRICAL RESULTS 

Basic k-Means and HYBCIM are implemented and 

executed in MATLAB. Both methods are executed on four 

popular datasets. The results are computed and compared 

based on the average of 200 runs of each of the methods on 

each of the four datasets mentioned in Table 1. The ground 

truth of each dataset is not used during the evaluation. It is 

used to compute the accuracy by comparing the deviation of 

the cluster assignment given by each of the methods.  

A. Dataset used 

For the purpose of empirical evaluation, both methods are 

evaluated on four different datasets Pen Digit, Iris, Animal 

Milk and Wine. Animal Milk dataset taken from Hartigan 
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(https://people.sc.fsu.edu/~jburkardt/datasets/hartigan/file02

.txt) whereas rest datasets taken from UCI. The detail of the 

datasets used in the experiment is presented in Table 1. 

 

Table 1. Datasets Used 

Dataset 
# of 

Instances 

# of 

Attributes 

# of 

Clusters 

Pen Digit 7494 16 10 

IRIS 150 4 3 

Animal Milk 16 4 5 

Wine 178 13 3 

B. Metric 

Both basic k-Means and HYBCIM are implemented and 

tested using MATLAB. The average of 200 runs of each of 

these methods on each of the above mentioned four datasets 

are taken and compared. The implementation is the standard 

one with no special optimizations.  

C. Results and Discussion 

The comparative evaluation of basic k-means and 

HYBCIM for each of above mentioned four datasets are 

presented in the Table 2 through Table 5. Accuracy of both 

methods is presented in Table 2. Table 3 presents the 

performance of both methods. SSW and SSB are presented in 

Table 4 and Table 5 respectively. 

Table 2 shows that the accuracy of HYBCIM is higher than 

that of basic k-means for all data sets except Animal Milk 

data set. As compared to basic k-means, HYBCIM converges 

faster in the case of Pen Digit and IRIS data sets as presented 

in Table 3. Table 4 shows that SSW given by HYBCIM is less 

than that of basic k-means for all data sets except Wine data 

set. SSB given by HYBCIM is also greater than basic 

k-means in case of two data sets IRIS and Wine as presented 

in Table 5. 

 

Table 2. Accuracy of the Cluster Assignment 
Dataset Basic k-means HYBCIM 

Pen Digit 75.89% 75.90% 

IRIS 88.81% 89.07% 

Animal Milk 96.96% 96.64% 

Wine 71.70% 72.05% 

 

 Table 3. Average # of Iterations taken to Converge 

(Performance) 
Dataset Basic k-means HYBCIM 

Pen Digit 28.65 27.67 

IRIS 9.22 8.91 

Animal Milk 38.42 38.72 

Wine 11.87 12.89 

 

Table 4. Sum of Squares within Clusters (SSW) 
Dataset Basic k-means HYBCIM 

Pen Digit 3510918.33 3508978.86 

IRIS 27.14 26.71 

Animal Milk 7.67 7.38 

Wine 841436.80 851846.41 

 

Table 5. Sum of Squares between Clusters (SSB) 
Dataset Basic k-means HYBCIM 

Pen Digit 109851.99 108853.51 

IRIS 13.05 13.14 

Animal Milk 682.73 680.39 

Wine 296495.06 299972.64 

IV. SUMMARY AND CONCLUSION 

Basic k-means is widely used due to its simplicity. There is 

no complexity is involved in initializing the cluster centroids 

randomly. But, the accuracy and performance of k-means is 

sometimes extremely affected due to the initial cluster 

centroids. Hence, careful selection of initial cluster centroids 

is desired. A new method of initialization of the cluster 

centroids is proposed in this paper called Hypercube Based 

Cluster Initialization Method (HYBCIM). In HYBCIM, the 

dimensions of the data are partitioned in such a manner that if 

‘d’ is the dimensionality of data, then kd (where k is the 

number of desired clusters) hypercube are created. Out of 

these kd cubes, the centroids for initialization of the k-means 

algorithm are chosen in a random manner. This ensures that, 

two initial cluster centroids at least differ by the hypercube, 

that is, no two centroids of the two clusters are in the 

hypercube. The empirical results show that there is 

improvement in accuracy and performance of the clustering 

generated using HYBCIM as compared to basic k-means. 

The objective functions i.e. SSW and SSB of clustering 

generated through HYBCIM are also better as compared to 

basic k-means. The proposed HYBCIM is applicable for 

clustering both discrete and continuous data. Though, 

HYBCIM is proposed for k-means but it can also be applied 

with other clustering algorithms which are based on initial 

cluster centroids. HYBCIM can be further optimized using 

nature inspired algorithms. 
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