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Abstract: The growth of data in the healthcare industry grows exponentially and the annual growth rate is about 40%, making this amount of data a challenging task. Big Data architecture and frameworks afford the platform for data storage and processing of massive volume of data in healthcare industry. The paper aims to provide Big Data technologies and Machine Learning algorithms to predict Parkinson’s Disease (PD). The dataset from PPMI are used in the current study and observe the progression of the Parkinson’s Disease. The Movement Disorder Society-Unified Parkinson’s Disease (MDS-UPDRS) features are used for the prediction model. The current study focuses on machine learning algorithms from python libraries such as pandas, sci-kit learn, numpy and matplotlib. The important features obtained are tremor, bradykinesia, facial expression is observed as important features for classification. It is observed that logistic regression and multi class classifier performed with accuracy of 99.04% than the other algorithms such as Naïve Bayes, k-Nearest Neighbor, SVM and Neural Network.
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1. INTRODUCTION

Causes for the second most common neurogenerative disease is unknown and the common causes include non-genetic factors. The differentiation between the Alzheimer’s Disease (AD) and Parkinson’s Disease (PD) is the primary identification process, since both AD and PD shares the common features in the early stage [1]. Memory disorder is the main cause of Alzheimer’s disease and the movement disorder leads to Parkinson’s, where both the diseases are caused by damage in the brain cells which are progressive in nature and leads severe other difficulties of normal life [2]. Modelling tools to study the disease and provide prediction of symptoms, new therapies and control using early diagnosis. Some of the authors suggested quantitative studies for understanding the disease and the other side include models to identify the symptoms [3]. Unprecedented data from various sources such as government, industry, health, social networks and financial sources offers for large data volumes [4]. The smart devices, internet of things with cloud computing and many other technological trends sources for the trends of Big Data revolution. Interesting and important information to be extracted from the available sources and the traditional technologies lacks behind with capability to provide flexibility, scalability and performance issues. The Big Data framework must provide an environment in which many of parameters such as performance, reliability, cost, technological compatibility, support and security are considered, to choose the finest technology for the Big Data Analytics. The potential of Big Data analytics is realized once the challenges are overwhelmed with design of upright data pre-processing system methods and models, also must include management challenges such as privacy, security, governance and ethical aspects [5].

The Big Data framework must build to perform data analytics and decision-making process that makes the managerial decisions to be faster and reduces the jeopardies. [6] The author presented a framework which has a three-layer phases (intelligence, choice and implementation). The decision making in an organization to be spontaneous for the better results and provides advancement to the scientific and technological needs. [7] The survey for Big Data Technologies are carried out to meet the needs of the specific applications requirements. [8] The global view of the Big Data Technology is presented for dynamic visualization of the needs of the end user. The stakeholders must be able to identify the patterns, trends and correlations of the data which are of high-dimensions and the attributes must be analyzed and visualized. The feature selection process must reduce the redundancy and maximize the relevance to the target class labels for classification [9]. Prediction of disease at an earlier stage and precise medicine provides the wellbeing of the humans. [10] The data from multiple health bodies constitute electronic health records (EHR) which gives health practitioners to engage with more of huge volume of information, such difficulties are overwhelmed with the help of proper analytical tools. Priorities are wisely used to implement an analytical platform for the current context and challenges. The need for Big Data in health care used to improve the quality by providing patient centric services, detection of spreading diseases at an earlier stage, improving treatment methods and to screen hospitals quality [11]. Framework for application specific would provide analytical capabilities [12] for data from electronic health records. The tools in the framework to offer analytical avenues for patient centric healthcare system.

Big Data and Parkinson’s

The integration of Parkinson’s heterogenous data from multiple sources and which are of complex in nature offer opportunities to study the early stages of the neurogenerative of patients, track the progression and quickly provide treatment solutions.
The characteristics of Big Data includes large data sets with the heterogenous formats of structured, unstructured and semi-structured data. The complex nature of Big Data requires technologies that are influential and algorithms which are of cutting-edge. The three main characteristics of Big Data called the 3Vs’s include Volume, Velocity and Variety.

(i) Volume: The volume of data generated was mind blowing, since 2.5 quintillion bytes of data through various sources of data which includes smart phones, social networks, sensors, logs and ICTs. About 90% of data generated to the overall available data was last two years. The internet, digital mobiles and internet of things plays important role to drive the voluminous data.

(ii) Velocity: Velocity refers to the speed of data generated over the various devices. The Big Data technologies helps to accept the data explosion and process the data to extract useful information without any bottlenecks. For example, YouTube data videos are processed with prodigious speed to satisfy all the needs of the user.

(iii) Variety: The Big Data are characterized by structured, unstructured and semi structured. The data includes text, images, audio and video. The various formats to be processes and presented in a well needed format.

II. PROBLEM STATEMENT

The goal of this work is to study prediction Parkinson’s disease at an early stage from the formerly available public database and find the potential biomarkers for the cause of the disease and find the methods to cure the disease for the pretentious persons.

The research work is to focus on to provide outcome of different queries involved such as,

(i) Identify the different potential biomarkers involved for cause of disease by using Big Data framework and technologies.

(ii) Analyze the different data needs to discover the biomarkers that cause the PD.

(iii) Visualization method that enables the physicians to be easily find the attributes involved in cause of PD.

(iv) Use of machine learning algorithms to find the suitable process and algorithm that guide physician for appropriate clinical decision making.

III. RELATED WORK

Parkinson’s Disease are identified with various measures which indicates the stages and severity of the disease. The scales are measure of impairment and disability of the patients. The Unified Parkinson’s Disease Rating Scale (UPDRS) and the Hoehn and Yahr (HY) scale are the most commonly used scales to evaluate the severity of Parkinson’s [13]. UPDRS provides a comprehensive assessment of infirmity and diminishing by evaluating the most related clinical features of PD [14], whereas the HY scale provides a gross assessment of disease progression through the stages from 0 (no sign of disease) to 5 (severe) [15]. The Movement Disorder Society–Unified Parkinson’s Disease Rating Scale (MD-UPDRS) is the revised version of the original UPDRS with several new properties related to non-motor elements of PD and hence it is more comprehensive than the original UPDRS. The properties included are refinement of scoring instructions, emphasis on impairment and disabilities related to minor symptoms and signs of PD. The scales are classified into four parts with 65 items. Part I contains 15 items which contains first 7 items of non-motor experience of daily living and 8 items as patient questionnaire. Part II includes 14 items as patient questionnaire which concerns about motor experience of daily living. Part III contains motor examination which includes 34 items and those are examined by specialist. Part IV contains 6 items uses to assess the motor complications like dyskinesias and motor fluctuations related to duration of disease, levodopa dose and duration of levodopa treatment [16].

The original UPDRS have been used as standard to PD evaluation, due to increase in scores over period makes crucial for clinical decision making and does not include non-motor aspects of PD [17,18]. The MDS-UPDRS is more sensitive to changes in scores than the original UPDRS. Wide spectrum of assessment, reliable and subtle instruments are used for estimation of progression and severity in PD.

Motivation and scope of study

The HY scale used to categorize PD into several stages with stage 1 -5 and are grouped as stage 1 & 2 with early stage, stage 3 as moderate and stage 4 & 5 as late stage. Relation between UPDRS and HY done by Scanlon et al. [18, 19] for UPDRS Part III scores and was optimized [19] used genetic algorithm (GA) to refine the parameters. The formula used had two shortcomings with intuitive rules and only Part III items were used instead of all the items in the spectrum.

In this work the MDS-UPDRS, HY scale and machine learning algorithms are studied to analyze the performance of algorithms on PPMI database.

IV. METHODOLOGY

A. The Data

The Data used for work was collected from Parkinson’s Progression Marker Initiative (PPMI) funded by The Michael J. Fox foundation for Parkinson’s Research (MJFF) to identify the biomarker’s involved in PD progression and to develop a better treatment method. The open access clinical and imaging data can be accessed with rights and user agreements.

B. About the Database

The database consists of 161 files and data were available in the csv format. The files are categorized as study docs, subject characteristics, biospecimen, curated data cuts, enrolment, imaging, internal, medical history, motor assessments, non-motor assessments and remote data collection.

C. Data pre-processing

The data source of PPMI which includes MDS-UPDRS which includes the severity of PD and scores are recorded with the dimension between 0-4. The pre-processing of data includes calculating the total scores of MDS-UPDRS.

The important aspect of Machine learning is to use and benefit from the build model. A sequence of steps is involved in data processing components is called a data pipeline. The PPMI data set of motor MDS-UPDRS with total of 313 attributes are used for predictions of PD. The 715
number of instances are used in this machine learning process which are of numerical and data files are of csv format. If there are missing features with values most of the machine learning algorithms cannot work appropriately. To overcome the above issues the attributes with missing values are to be fixed. The three types of process involved are (i) get rid of the corresponding rows, (ii) get rid of the whole attribute and (iii) set values to zero, mean, median, mode, etc. Option 3 is of good choose to fill the missing values and in Scikit-Learn the Imputer class takes care of the missing value with the median value.

![Fig. 1. PD Patient age and gender distribution](image)

**D. Details of files in PPMI database**

<table>
<thead>
<tr>
<th>S. No</th>
<th>File Details</th>
<th>No of files</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Total no of csv files</td>
<td>161</td>
</tr>
<tr>
<td>2</td>
<td>Administrative data files</td>
<td>41</td>
</tr>
<tr>
<td>3</td>
<td>Clinical and questionnaire files</td>
<td>120</td>
</tr>
</tbody>
</table>

**E. Attributes details of PPMI database**

<table>
<thead>
<tr>
<th>S. No</th>
<th>Attribute Details</th>
<th>No of attributes</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Total attributes</td>
<td>3281</td>
</tr>
<tr>
<td>2</td>
<td>No of unique attributes</td>
<td>1726</td>
</tr>
<tr>
<td>3</td>
<td>Numerical attributes</td>
<td>968</td>
</tr>
<tr>
<td>4</td>
<td>Categorical attributes</td>
<td>1571</td>
</tr>
<tr>
<td>5</td>
<td>Date</td>
<td>564</td>
</tr>
<tr>
<td>6</td>
<td>Time</td>
<td>52</td>
</tr>
<tr>
<td>7</td>
<td>Attribute without type</td>
<td>126</td>
</tr>
</tbody>
</table>

The total number of records includes 715 patients, out of which 465 are male and 250 are female patients. Healthy control includes 213 and the Parkinson’s Disease patients are 421 in count and SWEDD (Scans without evidence of dopaminergic deficit) are 81 in number.

**F. Patient details**

<table>
<thead>
<tr>
<th>S. No</th>
<th>Attribute Details</th>
<th>No of attributes</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Healthy Control - HC</td>
<td>213</td>
</tr>
<tr>
<td>2</td>
<td>Parkinson’s Disease - PD</td>
<td>421</td>
</tr>
</tbody>
</table>

Table-III Patient details

<table>
<thead>
<tr>
<th>3</th>
<th>Scans without evidence of dopaminergic deficit - SWEDD</th>
</tr>
</thead>
<tbody>
<tr>
<td>81</td>
<td></td>
</tr>
<tr>
<td>Algorithm</td>
<td>Percentage of correctly classified instances</td>
</tr>
<tr>
<td>-----------------------</td>
<td>---------------------------------------------</td>
</tr>
<tr>
<td>Naive Bayes</td>
<td>93.28</td>
</tr>
<tr>
<td>k-Nearest Neighbour</td>
<td>95.14</td>
</tr>
<tr>
<td>Support Vector Machines</td>
<td>97.80</td>
</tr>
<tr>
<td>Neural Network</td>
<td>98.99</td>
</tr>
<tr>
<td>Multiclass Classifier</td>
<td>99.04</td>
</tr>
<tr>
<td>Logistic Regression</td>
<td>99.04</td>
</tr>
</tbody>
</table>

VI. CONCLUSION

In this paper, the comparative study of various machine learning algorithms is carried out. For analysis and prediction of Parkinson’s PPMI data sets and six different classification algorithms are used. The results show that the multiclass classifier and logistic regression perform better than the other algorithms for the data sets. In future, more number of biomarker features are to be included for the prediction of progression of PD. Advanced stages of PD are estimated based on the visits from baseline 10 visit 12. The rating scales such as MDS-UPDRS and HY Scale with classifiers will provide effective method for estimation of severity of PD.
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