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Abstract: Data mining and prediction systems have been the center of attraction since information retrieval came into existence. Most IT companies spend a lot of resources on such analysis and systems to improve their performance and generate more revenue depending on the nature of work that they do. Online News Feed Prediction System aims to provide an analysis and comparison of various prediction techniques by using different methods of implementation. UCI repository contains a collection of databases pertaining to different topics. News popularity in multiple social media is one such dataset containing information about news topics from different sources, sentiment analysis of title and headline, topic that they are related to, publishing date, popularity score in various social media platforms. Python, R and Weka have been used on this data set to implement data preprocessing, visualization and prediction techniques like Random Forest, Decision Tree and SVM. Moreover, there is dataset on the analysis of the score for every twenty minutes for the social media platforms chosen. Analysis on these platforms helps in developing a system to reach a wider audience. News agencies can use this system to increase their profit and visibility. This paper aims to realize the ways to obtain these results.
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I. INTRODUCTION

Daily news is essential for a large part of the population. With the advent of social media, access to news has become a lot easier and one can view news from various sources at a single place. A great amount of money is spent on the projects that help to know more about trends on the social media, and the content that gets the maximum viewers. Recording events such as news trends is an activity of great importance. With the growth of science and research work, there is an ever-increasing demand to collect the data, and process it to get vital information. News agencies use different social media platforms and news topics to reach their audience. These platforms help them to reach the audience and understand topics that are more popular for future reference. This paper aims to know about how popularity of news items’ changes with time and how it is different for different media platforms. It also gives the sentiment scores of the headline and title which helps in determining the more trending news. The rest of the paper is organized as follows: The background theory is discussed in section II, details of data collection is given in section III.

II. BACKGROUND THEORY

People are becoming more interested in and relying on social network for information, news and opinion of other users on diverse subject matters. The heavy reliance on social network sites causes them to generate massive data characterized by three computational issues namely; size, noise and dynamism. These issues often make social network data very complex to analyze manually, resulting in the pertinent use of computational means of analyzing them [1].

There is an urgent need for a new generation of computational theories and tools to assist humans in extracting useful information (knowledge) from the rapidly growing volumes of digital data. These theories and tools are the subject of the emerging field of knowledge discovery in databases [2]. Cosmin et al. [3] considered platform like twitter [13-14] and created an aggregator based on the newsfeed which works online. Shankar et al. [4] classified news feeds into different groups to improve the data illustration. The authors of [5] experimented with the samples of news feed by using clustering technique.

Random Forest (RF) is an ensemble, supervised machine learning algorithm [6-8]. Decision tree learning is a typical inductive algorithm based on instance, which focus on classification rules displaying as decision trees inferred from a group of disorder and irregular instance [9]. Several recent studies have reported that the SVM (support vector machines) generally can deliver higher performance in terms of classification accuracy than the other data classification algorithms [10].
In this paper the random forest classifier, decision tree and support vector machine have been considered for prediction purpose.

III. DATA COLLECTION

A. News Final Data Set

The dataset of UCI repository, about the different social media handles and their popularity in news on certain topics, is considered for the experimental purpose as shown in Fig.1. It contains news-related data concerning four topics: Economy, Microsoft, Obama, and Palestine. These topics were chosen ad-hoc, based on two factors: their worldwide popularity and constant activity, and the fact that they report to different types of entities (sector, company, person, and country, respectively). The data set [11] contains sentimental scores of News title and News headline and its score on Facebook, Google+ and LinkedIn. In this data set, the process to obtain these sentiment scores was carried out by applying the framework of the qdap R package with default parametrization. [11]

B. Social Feedback Dataset

This dataset contains popularity scores of each social media handle for every twenty minutes on the news articles. The data was collected on a span of two days on the topic Economy. To calculate popularity scores for Facebook, the Facebook Graph API5 is used, by querying for information concerning the URL of each news item. The data retrieved reports the number of shares concerning each unique URL, which is used as a popularity measure. Google+ does not allow to obtain the number of shares of a given URL, due to technical restrictions. Nonetheless, it allows one to check the number of times users have "liked" the URL’s. Despite the differences with other social media sources, it is nonetheless a valid metric of received attention by news stories. This process is carried out by querying a public end-point6 in order to obtain the amount of “+1” (similar to “like” in Facebook) a given URL received. Concerning the LinkedIn platform, the number of times each news story URL was shared is obtained by querying its public end-point7, designed for such purposes. [11]

Fig.2, Fig.3, and Fig.4 shows the popularity scores on Facebook, GooglePlus, and LinkedIn respectively, for twenty-minute interval.

C. Methodology

The block diagram shown in Fig.5 describes the methodology used in this paper. To get better representation of data, the data is preprocessed by removing unwanted data entry. For this purpose, Python language has been used and functions like OneHotEncoder and qcut have been used using libraries like preprocessing and pandas respectively, for
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IV. DATA PREPROCESSING

For obtaining results of higher accuracy it is important to preprocess data and alter it according to the computation that needs to be done on it.

A. News Final Dataset

First, unwanted columns like, Source and Publish Date are removed as they are unique for every tuple and are of no use to the current work. The categorical data ‘Topic’ is converted to nominal data 0 for ‘economy’, 1 for ‘microsoft’, 2 for ‘obama’, and 3 for ‘palestine’ for the four major topics using pandas qcut. The attributes ‘SentimentTitle’ and ‘SentimentHeadline’ were continuous and are transformed to discreet bins (-1, 0, 1). The preprocessed data is saved as a csv file for further use. ‘Topic’ column in the original data has also been converted to nominal form of 0 and 1 by converting ‘Topic’ into four columns and saved as a separate csv file.

B. Social Feedback Dataset

The datasets shown in Fig.7, Fig.8, and Fig.9 depicts the preprocessed dataset of facebook, googleplus and linkedin. Where ‘TimeSlice’ is the twenty minute time interval over a duration of two days and ‘Average’ is the average of scores shown in Fig.2, Fig.3 and Fig.4 for that interval.

V. NEWS ANALYSIS

A. News Final Dataset

The graph in Fig.10 shows the topic wise distribution of new articles in the given data set. From this graph it is observed that, the greatest number of articles have been on Economy and least have been on Palestine. This helps to see a trend of news in a particular topic. This also shows that it might be due to readers’ interest in that topic or its popularity during that time.

The average of popularity scores is calculated for each of the topic based on its title sentiment. For example, if the topic is economy then on Facebook the average popularity score for positive sentiment of title is 37. Same is calculated for other topics and social media platforms as shown in Fig.11.

The average of popularity scores is calculated for each of the topic based on its title sentiment. For example, if the topic is economy then on Facebook the average popularity score for positive sentiment of headline is 43. Same is calculated for other topics and social media platforms as shown in Fig.12.

B. News Feedback Dataset

Fig.13 shows the plot of Time Slice Vs Average of Popularity for Facebook, Google Plus and LinkedIn, the data for the same can be seen in Fig.7, Fig. 8, and Fig. 9. The plot shows that the popularity measures for Facebook increase more rapidly than they do for others, while the least amount of increase can be seen in GooglePlus. This shows that the popularity for news items on Facebook increased by more than forty times of that
VI. NEWS PREDICTION

Accuracy score is calculated If \( \hat{y}_i \) is the predicted value of the \( i \)-th sample and \( y_i \) is the corresponding true value, then the fraction of correct predictions over \( n_{\text{samples}} \) is defined as \[\text{accuracy}(y, \hat{y}) = \frac{1}{n_{\text{samples}}} \sum_{i=0}^{n_{\text{samples}}-1} 1(\hat{y}_i = y_i)\]

Random Forest Classifier

Using pandas and scikit-learn library random forest is applied for the database. Data is split into training and testing using train_test_split into 60% and 40% respectively. Accuracy for the model is calculated using accuracy_score. Taking target as LinkedIn and on converting ‘Topic’ to four columns of zeroes and ones and choosing all others as features the prediction accuracy was 54.38%. On converting ‘Topic’ to 0,1,2,3 and ‘SentimentTitle’, ‘SentimentHeadline’ to bins of -1,0,1 the accuracy score for the testing set is 0.547082797083 i.e. 54.7% for criterion as Gini index. When criterion in changed to Entropy the accuracy score comes out to be 54.64%.

A. Decision Tree

The decision tree is implemented using Python, splitting the data into training and testing sets and calculating the accuracy of prediction. Using target as LinkedIn and on converting ‘Topic’ to four columns of 0s and 1s and choosing all others as features the prediction the accuracy was 45.37% and with entropy as a criterion it became 45.55%. On converting ‘Topic’ to 0,1,2,3 and ‘SentimentTitle’, ‘SentimentHeadline’ to bins of -1,0,1 the accuracy score for the testing set is 54.65% for criterion as Gini index. When criterion in changed to Entropy the accuracy score comes out to be 54.75% as shown in Table I.

B. Support Vector Machine

The SVM is implemented using Python, splitting the data into training and testing set using train_test_split into 60% and 40% respectively.
For target as economy and taking headline and title sentiment original values as features calculate the accuracy of prediction. With SVM regularization parameter as 1 and kernel as linear we get the prediction to be 63.59%. When we take kernel as radial basis function prediction becomes 63.59% and on changing it to polynomial prediction comes out to be 63.59% as given in Table II.

Table- I: Prediction values with LinkedIn as target

<table>
<thead>
<tr>
<th>Kernel</th>
<th>Support Vector Machine</th>
</tr>
</thead>
<tbody>
<tr>
<td>Linear</td>
<td>63.59%</td>
</tr>
<tr>
<td>Polynomial</td>
<td>63.59%</td>
</tr>
</tbody>
</table>

VII. CONCLUSION

In this paper, predictive model for news feed topics (Economy, Microsoft, Obama and Palestine) was represented by attributes taken from social media (Facebook, LinkedIn, GooglePlus) and the following interesting patterns are identified:

- The highest prediction accuracy has been observed for Support Vector Machine.
- The social media platform on which the news is being published plays a very important role in popularity scores.
- The positive, negative or neutral sentiment of the news title and headline is heavily dependent on the topic. But the amount of popularity is platform dependent.
- Popularity scores are highest for Facebook, then it is LinkedIn and lowest are for GooglePlus.
- The popularity scores of title and headline for LinkedIn and GooglePlus are almost or exactly same, except for neutral of Microsoft.
- For Obama, the popularity scores for Facebook increase when checked for title to when checked for headline. While for all others there is a decrease in the popularity. The above points if taken into consideration while publishing a news article can improve the overall reach. Based on the prediction results obtained for an article yet to be published, certain modifications can be done in that article for obtaining better results. For future work, more attributes can be taken into account like month of publishing and time of publishing for more accurate predictions. Use of feedback dataset for prediction by grouping attributes and finding common ones.
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