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Abstract: With surge in the number of documents across the internet, increasing the efficiency of any retrieval model is a challenging task. As non-relevant information is retrieved across the internet, increasing the accuracy of any search model is one of the research concerns. Fuzzy classification is broadly applied to address the search issue in search engines. Fuzzy logic provides a methodology to interpret natural language using membership functions. A variant of k-Nearest Neighbor (kNN) called Fuzzy kNN is explored in this paper. This paper provides a comparative analysis of results obtained using kNN and Fuzzy kNN. The Fuzzy kNN results obtained show significant improvement.

Index Terms: term, ICF, Fuzzy kNN.

I. INTRODUCTION

Massive amount of data that is available across the internet can be efficiently classified and retrieved by applying machine learning. Supervised classification models train labeled data to predict test data. kNN is one of the non-parametric algorithms. kNN assigns class label to test data by computing the distance between the nearest neighbors and test data. Zadeh et al. [1] presented the concept of fuzzy logic. It has been extensively used by researchers in many areas of technology. Fuzzy Logic is multivalued in nature. It defines intermediary values using membership functions for computations involving imprecise knowledge. The interpretation of natural language is supported by fuzzy logic. A fuzzy model includes fuzzification and defuzzification with human interpretable rules. The process of fuzzification converts crisp input values to linguistic values within a range [0, 1]. Then membership function is applied to define a fuzzy set for the input. It consists of entities that have partial membership to the fuzzy set. Some of the membership functions used in fuzzy logic are triangular, trapezoidal, gaussian, sigmoid etc. A fuzzy inference engine provides mapping of input to output using fuzzy rules. The process of defuzzification converts the linguistic values into crisp values. The paper is arranged as follows: part 2 of the paper reviews the literature. Part 3 deliberates the preliminaries required. Part 4 explains the proposed approach. The results are discussed in part 5. Part 6 draws the conclusion.

II. RELATED WORK

Han and Mao [2] presented an approach by applying rough and fuzzy properties of neighbors nearest to the data. The bias was reduced by a membership function and majority class was defined for classification of minority instances. Liu and Chawla [3] presented an improved approach for weighted k-Nearest Neighbor. The classification was performed on imbalanced datasets. Weights defining class confidence was proposed to find the posterior probabilities. Bayesian network and Mixture modeling was applied to calculate the weight of the class confidence. Liu et al. [4] presented a Fuzzy kNN approach for categorical data. The FkNN was coupled and applied to instances of imbalanced data. The proposed approach considered sized membership function and similarity calculation. Ryu et al. [5] introduced a case based selection method using nearest neighbor for the prediction of cross project fault. The proposed approach applied kNN algorithm to learn the local information of the data. The hybrid results obtained indicated improvement in the performance. Patreon and Thakur [6] proposed a technique for fuzzy classification of imbalanced data. Experiments conducted showed significant improvement in the performance. Biswas et al. [7] proposed parameter independent fuzzy kNN method. It considered feature weighting technique dependent on class. The value of k was optimized and weights were articulated into a single problem. Maillo et al. [8] introduced a distributed and approximate Fuzzy kNN algorithm using spill tree. The proposed work aimed to address the scalability issues with huge datasets by retaining the classification accuracy. The experiments conducted on the big datasets indicated improvement in the performance.

III. PRELIMINARIES

A. ICF-based term weighting

Term_frequency-Inverse_category_frequency weighting method was introduced by Wang and Zhang [9] to provide lower weight to the terms in several predefined categories. A term’s discriminating influence is related to its occurrence within the document and its distribution into various categories.

$$ICF_{\text{based}} = \text{Term Frequency} \times \log \left( \frac{\alpha}{\max(1,c) \times \frac{|c|}{CF}} \right)$$  \hspace{1cm} (1)
B. k-Nearest Neighbor

kNN is a lazy learner algorithm without parameter. kNN classifier has been applied in the area of pattern recognition as discussed by Aggarwal et al. [10]. kNN classifier correlates test and training data. The data is represented as a feature vector. For a test vector to be classified, kNN scans the k trained vectors neighboring to the test vector. Then, the test vector is given the class of its nearest neighbors. The Euclidean distance computes the closeness between two points. The Euclidean distance amongst two points, \( Q = (q_1, q_2, \ldots, q_n) \) and \( R = (r_1, r_2, \ldots, r_n) \) is,

\[
D(Q, R) = \sqrt{\sum_{i=1}^{n} (q_i - r_i)^2} \tag{2}
\]

C. Fuzzy k-Nearest Neighbor

Category membership to the instances of data is assigned by Fuzzy kNN algorithm. It is advantageous for unlabeled query as neighbors are found in prior. The following equations were introduced by Keller et al. [11] towards membership calculation of training data,

If \( z \in L \) and \( L = m \)

\[
\mu_L(z) = \begin{cases} 
0.51 + \left( \frac{n_i}{K} \right) \times 0.49 & \text{if } L = m \\
\left( \frac{n_i}{K} \right) \times 0.49 & \text{otherwise}
\end{cases} \tag{3}
\]

\( n_i \) = Nearest neighbors \( z \) from category \( L \)

\( \mu_L(z) = \) Membership of \( z \) into class \( L \)

And for membership of test data \( y \),

\[
\mu_L(y) = \frac{1}{\sum_{i=1}^{K} \mu_{L_i} \left( \frac{1}{\|y - y_i\|^p} \right)^{\frac{1}{p-1}}} \tag{4}
\]

where, \( p > 1 \) represents an integer and \( y_i \) (\( i = 1, 2, \ldots, k \)) is nearest neighbor of \( y \).

IV. PROPOSED TERM WEIGHTING APPROACH

Qazi and Goudar [12] proposed a term weighting method to compute term weight in a document corpus. Initially document preprocessing was carried. Term frequency was obtained for each of the term. Then co-occurrence relation between the terms was calculated. Lin’s similarity was computed for the WordNet synonym of the each category and the term. Modified term frequency (semTF) was determined.

\[
\text{semTF} = tf_i + \sum_{j=1}^{\mid N \mid} c_{T_i j} / |T| + \max_{s_{I_k} \in S_{CL}} (\text{SIM}_{LIN}(t_i, s_{I_k})) \tag{5}
\]

The ICF method was proposed by Wang and Zhang [9] as discussed in preliminaries. The proposed weighting method, semTF_ICF is computed as,

\[
\text{semTF}_{ICF} = \left( \text{tf}_i + \sum_{j=1}^{\mid N \mid} c_{T_i j} / |T| + \max_{s_{I_k} \in S_{CL}} (\text{SIM}_{LIN}(t_i, s_{I_k})) \right) \times \left( 2 \times \frac{a}{\max(1C)} \right) \tag{6}
\]

V. EXPERIMENTS

A. Dataset and Evaluation metrics

WebKB benchmark dataset is a group of web pages related to education domain of Washington, Cornell, Texas, and Wisconsin universities. Each university web page is further divided into various categories such as student, department, faculty, course, staff, project and other. The proposed term weighting approach, semTF_ICF is evaluated with the classifiers. The documents are preprocessed. For the classification of the above mentioned dataset, kNN and Fuzzy kNN classifiers are used in the experiments for document classification. The classifiers are discussed in the preliminaries segment of the paper. The performance of the term weighting method is measured using Micro-F1 and Macro-F1 metrics. These metrics are derivative of precision and recall. Micro-F1=2*e*f/(e+f), where \( e \) denotes the precision and \( f \) denotes the recall of the results. Micro-F1=\( \sum(F1_k)/m \), with \( k = 1, 2, \ldots, m \) and \( F1_k = 2*e_k*f_k/(e_k+f_k) \), where \( F1 \) denotes the measure of the \( k \)th class, \( e_k \) and \( f_k \) denote the precision and recall of \( k \)th class and \( m \) indicates the category count.

Results and Discussion

Performance analysis on WebKB dataset

![Fig.1a. Micro-F1 values obtained with kNN (k=14) using three weighting methods on the WebKB dataset.](image-url)
and Fuzzy kNN classifiers. The results obtained by fuzzy kNN showed significant improvement. As a part of future scope, we intend to examine the method with other machine learning algorithms.
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