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Abstract: Present electronic world produces enormous amount of 

data every second in various formats, especially in healthcare 

units. To efficiently utilize the available data by representing it in 

the machine readable form, the concept of Semantic web stepped 

in progressing towards automated knowledge discovery process. 

In this paper, comprehensive pre-processing techniques have been 

proposed for preparing the raw data to be presentable in 

structured format so as to construct the onto-graph for selected 

features in a health care domain. Cluster based Missing Value 

Imputation Algorithm (CMVI) has been proposed to enhance the 

quality of the imputed data which is the most important step 

during data pre-processing. Missing values were randomly 

induced into the Pima Indian Diabetic dataset with the missing 

ratio of 1%, 3% and 5% for each attribute up to 50% of the 

attributes in the original diabetic dataset. The experimental 

observations reveal that the quality of the pre-processed data is 

better compared to raw, unprocessed data in terms of imputation 

accuracy measured against coefficient of determination (R2), 

Index of agreement (d2) and Root Mean Square Error 

(RMSE).Documented results proved that the proposed techniques 

are comparatively superior than the traditional approaches with 

increased R2 & d2 and decreased RMSE scores. Further, 

importance of knowledge graph and various ontological 

representation types are discussed in short as construction of .owl 

file is the first step towards automation in semantic web. 

 
Keywords : Semantic web, Ontologies, Ontology agents, 

Onto-graph, Knowledge graph, Knowledge extraction, Data 

pre-processing, Handling missing values, Missing Value 
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I. INTRODUCTION 

In order to enhance the search and response capabilities of 

Google semantically, technology started advancing from 

various sources in the direction of usage of knowledge base 

called Knowledge graph during May, 2012. Since then 

research and experimentations grew rapidly exploring the 

technology of Knowledge graph enhancing search quality 

and experience in various disciplines heading towards 

 
 

 

Manuscript published on 30 September 2019. 
*Correspondence Author(s) 

Monika P*, Research Scholar, R&D Centre, CSE Dept., RNS Institute of 

Technology, Assistant Professor, Dept. of CSE, Dayananda Sagar College of 
Engineering, Bengaluru, Visvesvaraya Technological University, Belagavi, 

Karnataka. Email: monikamanjunath@gmail.com 
G T Raju, Professor, Dept. of CSE, RNS Institute of Technology, 

Bengaluru, Visvesvaraya Technological University, Belagavi, Karnataka. 

Email: gtraju1990@yahoo.com 
 

© The Authors. Published by Blue Eyes Intelligence Engineering and 
Sciences Publication (BEIESP). This is an open access article under the 

CC-BY-NC-ND license http://creativecommons.org/licenses/by-nc-nd/4.0/ 

 
 

automated knowledge extraction process connecting the 

fields of Artificial Intelligence and Machine Learning. 

However due to the limited exposure about the technology 

constructs and confidentiality of data, the knowledge graph 

construction procedure is quite intricate [1]. Knowledge 

graphs also known as Onto-graphs or Ontologies in general 

can be developed through top down approach focusing on 

schema & domain ontologies or through bottom up approach 

focusing on instances of knowledge like Linked Open Data 

datasets storing in Resource Description Framework [RDF] 

or graph database formats [2]. In the field of data mining, 

data representation in the graph format benefits knowledge 

acquisition through interaction between the ontologies to a 

large extent. Lot of challenges has been thrown in the field of 

medicine for automating the knowledge discovery, there by 

benefiting the efficient utilization of the available medical 

data as means of diagnosis and treatment all over the world. 

Publicly available ontologies including Yet Another Great 

Ontology (YAGO), WordNet, Google Knowledge Vault, 

YAGO2, Friend Of A Friend (FOAF) etc. can be integrated 

with the customized ontologies during construction process 

for standardizing the knowledge graphs quality. Most 

frequently used development tools include Protégé, Open 

Sesame Framework, Neon toolkit, Java ontology editor, 

OntoStudio, Swoop and Allegrograph. Zotero and Mendeley 

are client appplications consuming machine readable 

metadata for semantic conclusions. GraphDB, MongoDB 

and Neo4j are the widely used knowledge graph Storage 

formats for representing and querying the knowledge 

semantically. In this paper, an attempt is made to pre-process 

the diabetic related data collected from UCI machine learning 

repository for construction of onto-graphs. Right from data 

collection & cleaning, relevance analysis, integration, 

missing values imputation, transformation and construction 

of Ontologies till storage of knowledge graph, a 

comprehensive approach has been employed for 

pre-processing so as to make information retrieval process 

effective with the help of query engines benefitting the 

medical researchers and practitioners. Figure 1 illustrates the 

flow diagram of data pre-processing and customized 

ontology construction steps for knowledge extraction in 

diabetic healthcare domain of semantic web. The work 

includes collection of syntactic data from the web containing 

structured, semi-structured and un-structured data in the 

domain of Healthcare specifically with the subdomain of 

Diabetology.  
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Data collected will be pre-processed further by cleaning, 

handling missing data with the proposed Cluster based 

Missing Value Imputation (CMVI) algorithm and verified for 

data redundancy, inconsistency, reduction & transformation. 

 
Fig. 1 Flow diagram of Data Pre-processing 

 

The data quality is evaluated with the standard performance 

evaluation metrics such as coefficient of determination (R2), 

Index of agreement (d2) and Root Mean Square Error 

(RMSE). Finally the Onto-graph is constructed and stored in 

respective format. With the enhanced data quality, automated 

information retrieval process can then be initiated towards 

extraction of knowledge. 

The rest of the paper is organized as follows: section 2 

describes the algorithms and techniques employed by other 

researchers towards pre-processing the data prior employing 

Machine Learning techniques for knowledge extraction. In 

section 3, the data pre-processing steps, suggested missing 

value imputation algorithm, other data handling techniques, 

data quality check and ontology construction process are 

briefed in detail. Section 4 concludes the paper with summary 

of the results and conclusions. 

II. RELATED WORK 

Constructing Knowledge graphs from scratch is a 

challenging task as technologies to be involved are not 

completely detailed due to complexity of data availability in 

heterogeneous and multilingual formats, throwing lot of 

challenges [3-4]. General sequence to be followed includes 

knowledge acquisition, fusion, storage, query and visual 

display [2]. During the data construction process, handling 

missing data plays a major role as quality of the data gets 

enhanced to the maximum extent. Various techniques 

employed to handle missing data include deletion of the 

records leading towards information loss, averaging the 

values may induce irregularities in the prediction sequences 

with lot of systematic differences [5]. However the 

probability of missing values for an attribute may depend on 

that particular attribute’s values to a major extent [6]. 

Several imputation techniques have been used in practice. 

The list includes mean, median, most common occurrence, 

most frequently used etc. Anomaly detection with missing 

values considers all features during learning and prediction 

time [7]. Hotdeck imputation is a technique which replaces 

the missing data by the attribute value from the input set 

closest to both the patterns [5]. Fuzzy k-means clustering 

technique works on the degree of clustering. Every 

unreferenced attribute will be replaced on the basis of 

attribute membership degree and centroid of the cluster 

which may result in high computation time [8-10].  

Support Vector Machine (SVM) imputation takes the 

condition and decision attributes for predicting the missing 

values with a good memory management skill but may result 

in poor performance if number of features are more than the 

sample set [11]. Expectation Maximization (EM) Algorithm 

is one of the imputation techniques which keep trying with 

the replacement of imputed values in a scaled incremental 

manner until expected accuracy is reached. This method is lot 

of time consuming and costly due to repeated testing.  

Md. Geaur Rahman et. al. [12] have innovated two novel 

techniques for categorical and numerical missing values 

imputation based on decision trees and forests for segmenting 

the dataset with highest similarity and attribute correlations. 

Further authors have experimented on merging couple of 

segments to maximize the quality of the imputed values. 

Results conclude that the proposed method is far superior in 

achieving the filling of missing values. Decision tree based 

missing value imputation coupled with EM algorithm 

promises better imputation accuracies compared to standard 

imputation techniques [13]. However the execution time of 

the EM may deteriorate the model as the code runs into n 

number of iterations until completion.  

Deep learning technique can be employed for imputing non 

numerical data in tabular format including unstructured texts 

resulting in better quality of the imputed data compared to 

simple methods [14]. Irregularly sequenced multivariate time 

series missing values can be imputed using recurrent neural 

networks automating the machine interactions with humans, 

trustable to certain extent [15]. Imputing missing values 

using Mean computation, Decision tree, K Nearest Neighbors 

and self - organizing maps and being evaluated using 

Bayesian Rule learning, it’s evident that the learning model 

demonstrate robustness towards learning as quality of data is 

enhanced [16]. 

III. DATA PRE-PROCESSING 

Data mining as a knowledge discovery process involves data 

gathering, cleaning, relevant analysis, integration, selection 

& transformation, pattern discovery and evaluation followed 

by knowledge representation. Diversity of underlying 

databases with various complexities and data representations 

offer great challenges during the mining process. Data 

pre-processing is one of the important step in the process of 

data mining which involves transforming raw data into 

machine understandable format thereby eliminating program 

inconsistencies and erroneous behaviors. The detailed 

pre-processing steps followed in the proposed work are 

elaborated in the subsequent subsections. 

A. Data Collection 

Gathering datasets with variety of attribute types consisting 

of nominal, binary, ordinal or numeric values initiates the 

pre-processing procedure. Data can be collected from 

internet sources like webpages, wiki source, readily available 

ontologies, medical hubs like NCBI, UCI machine learning 

repositories etc.  
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Pima Indian Diabetic dataset collected from UCI machine 

learning repository [17] has been used for experimentation 

and drawing the observed conclusions in the presented work. 

The dataset contains around 768 samples consists of 8 

attributes with a diabetic predictor class. The attributes 

include Number of times pregnant, Plasma glucose 

concentration at exact 2 hours in an oral glucose tolerance set, 

Diastolic Blood Pressure (BP) (mm Hg), Triceps skin fold 

thickness (mm), 2- Hour serum insulin (mm U/ml), Body 

Mass Index (weight in kg, height in m), Diabetic pedigree 

function, Age (years) and Class Variable (0 – non diabetic, 1 

– diabetic). 

B. Data Cleaning 

Data collected from real world will be generally incomplete 

and noisy in majority of the cases. Incomplete data are termed 

as missing values and may be caused due to human errors, 

type mismatches, for security reasons, equipment 

malfunctioning etc. Imputing missing values in the dataset is 

one of the major pre-processing steps as it directly impacts on 

the quality of the data. The attributes in dataset used in this 

work are mostly numerical, hence quantitative in nature. This 

reduces the sensitivity of the attribute towards the extremes 

as outliers to certain extent. Outliers are out of box data 

which can be identified by plotting the scatter plots with the 

combination of the relevant attributes as in figures 2-3. 

Relevant attributes can be initially chosen based on the 

expert’s opinion. Later they can be reframed by verifying 

with the machine learning algorithmic measures like entropy, 

information gain, gain ratio etc. 

 
Fig. 2 Scatter plot of attributes Blood Pressure and 

Diabetes Pedigree Function by Glucose level 

 

 
Fig. 3 Scatter plot of attributes Blood Pressure and Age 

by Glucose level 

 The attribute Glucose Level has been chosen as the most 

prominent attribute contributing majorly for the diabetic 

prediction. Scatter plot in the figure 2 has been plotted with 

the attributes blood pressure and diabetic pedigree function 

by glucose level. Scatter plot in the figure 3 has been plotted 

with the attributes blood pressure and Age by glucose level. 

From the above observations, it is evident that the outliers are 

scattered from the cluster signifying no much contribution 

towards automated prediction as the occurrences are sparse. 

Such observations were documented for all other 

combination of attributes by Glucose Level in the given 

dataset. These values if retained may mislead the learning 

algorithms working on functions like standard deviation, 

aggregate and other statistical measures. Hence such entries 

which were less than 1% of original data size are considered 

as outliers and are eliminated from the dataset prior to 

handling imputation of missing values. 

C. Relevant Data Analysis 

Attributes and their dependencies give way for redundancy 

measures. The subset of diabetic dataset with no missing 

values were selected and applied with C4.5 decision tree 

algorithm for decision rules generation in order to verify the 

prominent attributes majorly contributing for the decision 

process. It was observed that the decision tree was getting 

pruned after processing the 4 most important attributes: 

Glucose level, Age, BP, Diabetic Pedigree function with 

satisfactory accuracy scores marking the best features 

selection. If the tree intentionally left un-pruned, the decision 

rules generated were inconsistent resulting in poor accuracy 

scores. Redundant data may also confuse the knowledge 

discovery process to certain extent. In order to address these 

issues of redundancy and inconsistency, the least prominent 

attributes: skin thickness, Insulin level, Body Mass Index, 

count of Pregnancies were eliminated from the dataset 

resulting in dataset narrow downing up to 50% of the original 

size.  

From this relevant data analysis step, it is evident that feature 

selection contributes majorly for checking the quality and 

predictive power of the attributes. Selected features should be 

consistent enough to demonstrate their support for prediction 

with very less or no imputed values. Features with too many 

missing values are scored to be inconsistent as bulk of their 

values are imputed declining the quality of data. Hence those 

attributes can also be deleted from the dataset. 

D. Handling Missing Data 

Irrespective of type of values, handling missing data is one 

among the most important data pre-processing steps. If not 

handled carefully, the entire model may be deteriorated with 

decreased prediction accuracy. The dependency of missing 

values can be categorized into Completely Missing At 

Random (CMAR) in which missing values will be 

independent of all the features, Missing At Random (MAR) 

in which values depend on other features and No Missing At 

Random (NMAR) in which missing values depend on other 

missing features. In the present dataset, missing values and 

their dependencies can be categorized into MAR type. 

The statistical imputation methods like Hot Deck, central 

tendency measures (mean, median, mode) etc. impute values 

irrespective of the neighboring attribute dependencies. But in 

reality, particularly in healthcare domain, the attribute values 

depend on the other features to certain extent as stated earlier. 

So, Machine learning methods and imputation techniques 

using algorithms like SVM, k-means, K – Nearest Neighbors 

(KNN), Ensemble methods, Gradient boosting etc.  
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can be employed for missing values imputation to enhance 

the data quality. Expectation Maximization is a model based 

imputation algorithm which imputes values based on the 

statistical measures supported with step increments until 

local optima reached. However, the vertical and horizontal 

features dependencies also to be considered to get better data 

quality after imputation. The above listed algorithms 

consider vertical dependencies to maximum extent 

neglecting the horizontal features dependencies. 

To address the above problem, Cluster based Missing Value 

Imputation (CMVI) procedure depicted in figure 4 has been 

proposed in this work. The proposed idea is constructed on 

the concepts of k-means and SVM clustering techniques for 

imputing the missing values. SVM based imputation 

considers conditional and decision attributes for linear 

separation of the dataset on the linear regression kernel (1) by 

computing dot product of given input(x) and each support 

vector (xi). SVM has been chosen for the initial computation 

as it’s the only linear model which can classify data which is 

non-linearly separable. 

 

 
 

Where xi includes all support vectors of the training set, x is 

the input vector, the co-efficients B(0) and ai (for each and 

every input) will be assessed using the training set by the 

learning algorithm. 

K-means being one of the simplest, fastest and robust 

clustering based algorithm with reliable results on a linear 

fashioned data, it best suites when cluster numbers are 

specified clearly based on the data sequence. The algorithm 

uses (2) to recalculate the new cluster center and aims to 

minimize the squared error function (3) giving best results on 

datasets which are well separated and distinct in nature. 

 
 

 
 

Where d(i,j) is computed as in  (4), ci is the number of data 

points in ith cluster, xi is attribute value in that particular 

cluster. 

K-means concept computes the mean value within the 

separated clusters based on Euclidean distance (4) and 

imputes the missing values. ‘k’ value depends upon the count 

of the categorical range of the numerical attributes.  

 
 

Where i = (xi1, xi2, … , xip) and j = (xj1, xj2, … , xjp) are two 

objects described by p numeric attributes. 

Glucose level has been selected as the most prominent 

attribute followed with age, blood pressure, diabetic pedigree 

as important attributes for diabetic prediction. The prominent 

features have been chosen as per the opinion of domain 

experts and upon ranking the feature importance based on the 

C4.5 decision tree classification algorithm. The proposed 

CMVI algorithm reads training dataset (DT) with n tuples and 

its corresponding m attributes (A) as input. The dataset with 

more than |n|/2 missing values, where n is the total number of 

attributes being considered for decision rule generation; may 

lead to incorrect decisions by reducing the entropy and 

increasing the information gain of the misleading attribute. 

Rules generated with such dataset results in decreased 

accuracy of the model prediction. Such entries are considered 

as outliers and will be dropped from the dataset to reduce the 

noise in the resultant model. 

 
Fig. 4 Cluster based Missing Value Imputation (CMVI) 

Algorithm 

 

Dataset is clustered based on With Missing values (DWM) and 

No Missing values (DNM) of the attributes.  Depending on the 

prediction class, Dataset with No missing True classification 

(DNT), Dataset with No missing False classification (DNF), 

Dataset With missing True classification (DWT) and Dataset 

With missing False classification (DWF) sub-clusters are 

formed from the above clusters. Before imputation of missing 

values of all the features, it is important to impute the most 

prominent attribute missing values based on the so formed 

sub-clusters. 

In the current dataset, Age has been chosen as second most 

prominent attribute supporting missing value imputation of 

most prominent attribute Glucose Level. Missing values in 

the sub-clusters DWT and DWF are imputed based on the 

respective imputation method and values in the sub-clusters 

DNT and DNF. For categorical values, mode (most common 

values) imputation method has been used and for numerical 

values, SVM imputation method has been employed to 

impute the missing values.  

Additional sub-clusters of DNT, DNF, DWT and DWF are built 

on various ranges of the selected prominent feature. Match 

between the additional sub-clusters of DNT, DNF, DWT and 

DWF is done based on the prediction class.  
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Missing values are imputed for numerical values of features 

using k-means technique having k value as count of the 

categorical range of the present numerical values of the 

features and for categorical values of features, the mode 

imputation method within the additional sub-clusters have 

been applied accordingly. Finally all the clusters are 

integrated recursively until a single dataset is obtained. 

Sample missing value imputation analysis of the feature - 

Glucose Level is done with the help of scatter plot as in figure 

5. Calculated values are shown in yellow and blue color. It is 

evident that the missing value computed falls within the 

median of each prediction class promising not much 

deviation in the prediction accuracy in future. 

 
Fig. 5 scatter plot of Missing Value Imputation of Glucose 

Level 

E. Data Transformation 

As part of data transformation, normalizing input variables is 

intent to make the underlying relationship between input and 

output variables easier to model. Min-Max normalization (5) 

is applied on attributes with large boundaries by performing 

linear transformation on original data to preserve relationship 

among the original values. It maps a value vi of Attribute (A) 

to vi
’ in the range [new_minA, New_maxA] 

 

 
 

To analyze the relationship between the diabetic pedigree 

function, glucose and age, Min-Max normalization has been 

employed. 

Discretization, a concept of hierarchy generation which helps 

reduce the data from lower level (numeric attributes) to 

higher level (continuous attributes) making data more 

meaningful by resulting in ease of mining. The bottom up 

merging strategy is being followed here by clustering the data 

based on ranges and replacing the numerical values by 

categorical values. Table I depicts the selected diabetic 

dataset attributes and their clustering ranges. 

Table I Pima Indian Diabetic Dataset and their clustering 

ranges 

Sl. 

No. 
Attribute Name 

Attribute Range 

Low Medium High 

1 Plasma Glucose Concentration <70 71-140 >140 

2 Diastolic Blood Pressure <80 81-120 >120 

3 Diabetic pedigree function <0.42 0.43-0.82 >0.82 

4 Age ( young, Middle, Old) <40 41-60 >60 

F. Data Quality Evaluation 

 Accuracy, completeness and consistency are the three 

measures commonly used to access the superiority of the 

input dataset. The percentile counts of missing values also 

contribute for assessing the quality of data to maximum 

extent. Survey concludes that more than 15% missing values 

results in poor quality though quantity is high. In-order to 

assess the data quality preprocessed with the proposed CMVI 

method, Missing values were randomly induced into the 

dataset with the missing ratio of 1%, 3% and 5% for each 

attribute. The techniques of SVM Imputation (with linear 

regression kernel), k-means missing value imputation (k = 3), 

Expectation Maximization (EM) based missing value 

imputation (25 iterations) working on Gaussian mixture 

model and the proposed CMVI method were used to simulate 

the missing values of various attributes over the missing 

ratios.  

Couple of well-known performance indicators namely 

coefficient of determination (R2) and Index of agreement (dk) 

have been used for measuring the imputation accuracy with 

Root Mean Square Error (RMSE) test conducted for error 

measure.  The performance scores are documented for 

maximum of 50% of attributes with missing values starting 

from single attribute.  

Coefficient of Determination (R2) (6) determines the degree 

of correlations between the actual and imputed values. The 

range varies from 0 to 1. Higher the value towards 1, better 

the fit of imputed values. 

 
 

Where, 

N is the count of artificially created missing values 

Oi is the actual value of the ith artificially created missing 

value (1≤ i≤ N) 

Pi is the imputed value of the ith missing value 

 is the mean of the actual values Oi ∀ iϵN 

 is the mean of the imputed values 

 is the standard deviation of the imputed values 

 is the standard deviation of the actual values  

 

 Index of agreement (dk) (7) determines the degree of 

agreement between the actual and imputed values. The range 

varies from 0 to 1. Higher value indicates a better fit. 

 
 

Where, 

N is the count of artificially created missing values 

Oi is the actual value of the ith artificially created missing 

value (1≤ i≤ N) 

Pi is the imputed value of the ith missing value 

 is the mean of the actual values Oi ∀ iϵN 

k is a constant with values either 1 or 2. In the presented work 

k value has been chosen to be 2 

Root Mean Square Error (RMSE) (8) is to explore the 

average difference of actual values with the imputed values. 

The range varies from 0 to . Lower value indicates better 

matching. 
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Where, 

N is the count of artificially created missing values, Oi is the 

actual value of the ith artificially created missing value (1≤ i≤ 

N), Pi is the imputed value of the ith missing value 

The average performance of SVM, k-means, EM, CMVI 

(proposed) techniques upon imputing the artificially induced 

missing values into the Pima Indian Diabetic dataset are 

documented in Table II.  

Table II Average Performance of SVM, k-means, CMVI 

on Diabetic dataset 

SVM k-means EM CMVI 
(proposed)

SVM k-means EM CMVI 
(proposed)

SVM k-means EM CMVI 
(proposed)

1% 0.954 0.886 0.948 0.962 0.987 0.967 0.986 0.989 8.124 12.816 8.616 7.356

3% 0.897 0.826 0.890 0.927 0.974 0.955 0.972 0.981 8.304 10.795 8.554 6.992

5% 0.875 0.839 0.861 0.961 0.966 0.958 0.961 0.990 10.330 11.829 11.010 5.799

1% 0.901 0.838 0.889 0.935 0.974 0.958 0.972 0.983 6.191 8.902 6.551 5.327

3% 0.799 0.741 0.826 0.907 0.957 0.946 0.960 0.977 6.561 7.984 6.427 4.976

5% 0.834 0.815 0.844 0.942 0.961 0.958 0.962 0.986 7.835 8.599 7.942 4.519

1% 0.931 0.886 0.922 0.955 0.982 0.970 0.980 0.988 4.141 5.954 4.383 3.562

3% 0.864 0.826 0.882 0.937 0.971 0.964 0.973 0.984 4.384 5.328 4.294 3.321

5% 0.883 0.871 0.891 0.961 0.972 0.970 0.973 0.990 5.237 5.747 5.309 3.016

1% 0.912 0.906 0.895 0.951 0.978 0.958 0.974 0.987 4.078 6.037 4.398 3.302

3% 0.887 0.833 0.898 0.949 0.975 0.964 0.976 0.987 3.915 5.135 3.917 2.888

5% 0.904 0.875 0.903 0.967 0.977 0.970 0.976 0.992 4.539 5.434 4.786 2.663

1

2

3

4

Num of 

Attributes with 

Missing Values

d2 RMSE

Missing Rate

R2

 
 Figures 6-8 shows the plots of the performance indicators 

R2, d2, RMSE scores plotted against Missing ratio patterns by 

count of attributes with missing values ranging from 1 to 4 

which is 50% of the attributes in the original diabetic dataset. 

 

 
Fig. 6 Average performance of SVM, k-means, EM and 

CMVI based on R2 score against missing ratios 

 

 
Fig. 7 Average performance of SVM, k-means, EM and 

CMVI based on d2 score against missing ratios    

 

Fig. 8 Average performance of SVM, k-means, EM and 

CMVI based on RMSE score against missing ratios    

Observations state that as the number of attributes with 

missing values increase, drop in overall metrics performance 

is being noticed. In majority of the cases, performance can be 

ordered approximately in ascending sequence of k-means, 

SVM, EM and CMVI concluding that the performance of the 

proposed CMVI technique outscores the other individual 

techniques employed here for comparison. Similar approach 

has been followed for rest of the datasets. 

G. Ontology Construction 

 Data once completely pre-processed, to be transformed to 

the usable form suitable for semantic querying and automated 

knowledge extraction. Research on visualization of the 

knowledge graph is in boom as to make them human readable 

[18]. The free, open source ontology editor: protégé [19] a 

tool by Stanford research center is used to construct the 

knowledge graph called Onto-graph from the pre-processed 

data. A plug-in called cellfie (figure 9) is used to build the 

ontology from the .xls input file.  Cellfie loaded with .json 

rules, defining the triple store formats and dependencies with 

limitations of the attributes, entities, domain, range etc., 

constructs a knowledge graph. Figure 10 depicts a sample 

diabetic Onto-graph constructed from the .xls input file.  

 
Fig. 9 Protégé plugin - Cellfie for knowledge graph 

construction from .xls input file 

 

http://www.ijitee.org/


International Journal of Innovative Technology and Exploring Engineering (IJITEE) 

ISSN: 2278-3075 (Online), Volume-8 Issue-11, September 2019 

718 

Published By: 

Blue Eyes Intelligence Engineering 
and Sciences Publication (BEIESP) 

© Copyright: All rights reserved. 

Retrieval Number: K14230981119/19©BEIESP 

DOI: 10.35940/ijitee.K1423.0981119 

Journal Website: www.ijitee.org 

 
Fig. 10 Diabetic Onto-graph 

Knowledge graph can be used for extracting knowledge in 

various fields like Data mining, Natural Language Processing 

[NLP], Deep Learning etc., Ontologies can be stored in .rdf, 

.owl, .n3, .turtle, .xml/rdf, .tz, formats. These days NoSQL, 

SPARQL, combination of Jena, HBase and Sesame are used 

for large scale storages [20]. RDF is the most widely used 

format as merging and integration of ontologies are well 

supported here. Rule based engines can be constructed for 

knowledge extraction. Supervised and Unsupervised learning 

algorithms with classification algorithms like Marcov Chains 

& Models [21], SVM, KNN, Decision trees etc. can be 

applied on the knowledge graph for automatic knowledge 

extraction process realization. 

IV. CONCLUSION 

Web consists of enormous amount of data pertaining to 

several domains. Healthcare domain in particular generates 

loads of data every second in various formats. These data 

should be handled effectively as the information within is 

very much important for the medical practitioners and 

researchers for the benefit of the society. Data availability in 

various formats includes unstructured, semi-structured and 

structured representations. Such data should be pre-processed 

before supporting machine interactions towards automation 

of knowledge discovery.  

Cluster Based Missing Value Imputation (CMVI) algorithm 

has been presented in this paper to enhance the imputed data 

quality. The quality of the imputed data values using the 

proposed CMVI method has been rigorously tested by 

inducing the missing values into the Pima Indian Diabetic 

dataset with missing ratios of 1%, 3% and 5% for each 

attribute.  Simulated missing values were evaluated using the 

data quality evaluation metrics namely R2, d2, RMSE. The 

experimental results revealed that the proposed method 

imputes better data values compared to the standard 

imputation algorithms namely SVM, EM and k-means.  

Other pre-processing procedures followed for preparing the 

data for semantic usage which are briefed in the presented 

work include data collection & cleaning, relevance analysis, 

integration, transformation and construction of Ontologies 

for storing the information in the format of knowledge graph. 

Further work progresses upon proposing a comprehensive 

approach for efficient information retrieval from the semantic 

web with the help of soft computing approaches in the form 

of machine learning algorithms, query languages and engines 

establishing various ontologies interaction and integration for 

the benefit the medical researchers and practitioners. 
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