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Abstract: Traffic monitoring and management is one of the most crucial tasks of governing bodies in modern big cities. With each passing day the traffic problem grows in complexity due to the continuous increase of participating vehicles and the hard expansion of the road network and parking places. In this article we introduce a new method for vehicle detection and localization in parking lots using high resolution UAV images. In order to end up with practical and yet effective approach, which could be implemented on low computing hardware resources and integrated with the camera in the UAV, we considered simple steps in the proposed algorithm for optimization. It follows the machine learning pipeline such as preprocessing, sensing, feature extraction, training and classification. In preprocessing the images are thresholded iteratively in multiple color spaces to extract the candidate regions of interest (ROI). The algorithm relies on point and shape features using fast techniques in the feature extraction. The features are then clustered by the K-means algorithm and represented by the resulted clusters’ centers. Region based linear classification is finally applied using SVM to classify if the object is a vehicle or else. The proposed approach proved high detection and classification accuracy more than 86% and still running under the low complexity constraint.
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I. INTRODUCTION

Unmanned Aerial Vehicles (UAVs) were developed for military purposes at first, but then due to their great capabilities, they found their way into many civilian applications. Today, UAVs are widely available for any people and can be used in many applications such as surveillance, object discovery and even pizza delivery. Smart cities management is one of the promising applications which is very demanding for deploying UAVs for remote high-resolution imagery [1, 2, 3]. UAVs images could be used for cultured land, crops and land usage, which based on some indices it is possible to extract meaningful information for farm management and decision-making [4,5]. Yoo et. al. introduced one use of a UAV to create 3D mapping of beach images form monitoring where eroded and deposited sand volumes were estimated using combination of quarterly ground measurements and elevation data [6].

Vehicle localization processes in roads are utilized for vehicle tracking, counting, recording, activity investigation, [7,8,9], etc. They are multiple ways to do so, but three main approaches are used to detect and segment vehicles out from the road background [10,11,12] which are: feature-based methods, frame differencing & motion-based methods, and background modeling and subtraction.

In machine learning, SVM (Support Vector Machines) is one of the most popular classification techniques with related learning calculations that break down information provided for learning and further investigation [13]. Given a set of prepared data, each instance of an object is set to belong to one of two classifications, an SVM prepares calculations to fabricate a model that is used to classify new data into one class or the other, and this makes it a non-probabilistic paired straight classifier.

Many vehicle detection techniques were proposed recently. Cheng, et al. [14], proposed a framework for car detection in aerial traffic monitoring using dynamic Bayesian networks. Luo-Wei Tsai, et al. [15] proposed another novel method for detection in static images using color transformation models. The method for detection is done in multiple stages. The first stage colors are transformed to easily identify the pixels that have vehicles from the background pixels. Afterwards edge features are extracted from the segmented regions and used by a cascaded multichannel classifier. The authors refer the achieved high accuracies to the combination of the global color features and the local edge features.

Hansen et al. [16], proposed a model for motion detection which is followed by background subtraction and then binary classification of vehicles. Classification is done using an SVM applied on features generated from HOG (Histogram of Gradients) [17] where is represents the object contours and size in order to distinguish between vehicles and false alarms as vehicles have different shapes and sizes. The last step is road context extraction, multi object tracking is carried out in the categorization step by exploring the trajectories of objects. In order to determine roads networks from the obtained trajectories, parallel object tracking is done by analyzing the short tracks and then further associating them to complete longer tracks.

Moranduzzo et al. [18] proposed another method to detect cars obtained by a UAV sensor which generates very high resolution images (2cm). The first step is screening of asphalted zones where car would be detected. The aim of this step is to reduce the false alarms that may raise from the urban regions in the images. Then, local feature extraction processing is performed based on either SIFT (Scalar Invariant Feature Transform) [19] or SURF extractor.
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The Algorithm then tries to classify each of these key points by using SVM (Support Vector Machine) classifier which discriminates if each of the points belong to cars or anything else. The final step of the procedure is to group all the key points that belong to the same car to get a one-to-one relationship between key-points and cars. After the procedure is done, the car count in the scene is simply determined by the final number of found key points. Many recent works are based on deep learning for the application of counting moving vehicles or for traffic scene understanding [20, 21]. Zheng et al. [22], used five deep unsupervised learning models to learn driving modes. However, the data collected from different sensors mounted in the vehicles. Biswas et al. [23], used speed estimation for moving object detection based on UAV system. Faster R-CNN is applied to detect the objects, and a discriminative correlation filter with CSRT is used for tracking. The main challenge in deep learning methods is the existence of labeled data. These methods are very hungry to data and the results are sensitive to the environment used to generate the label data.

II. IMAGE ACQUISITION AND PREPROCESSING

A. Overview
The proposed system uses the most common modules for pattern recognition such as preprocessing, sensing, training, feature extraction and classification. The proposed method is presented in Figure 1, it illustrated the training phase as well as the testing phase. The input is a set of remote sensed images captured from a UAV in RGB color space which is then converted to different color models in order to facilitate the extracted the candidate regions of vehicles. During the training phase, images vehicles as well as non-vehicles are used. The SURF algorithm extracts the interest points in order to build the feature vector for each image. Then the feature vectors and the classifications are fed to the SVM for training. After training is complete, testing then could be done. The first step is to examine each pixel in order to extract the ROI (Region of Interest), then feature extraction is carried out using the same method as the training phase, then finally the extracted features get classified using the SVM.

B. Dataset
The dataset was created by the University of Trento, lab of Intelligent Information Processing, Italy [18]. The camera used for image acquisition is Canon EOS 550D which contains 18 MP CMOS APS-C sensor. The images are 2 cm spatial resolution and are captured in the RGB color space. The images have typical resolution of 5184x3456 pixels with color depth of 8 bits per pixel.

C. Region of Interest Extraction
Determining ROI (Region of Interest) is done to decrease the amount of false alarms and speed up the detection process. This method is approached by applying processing on multiple color spaces [24]. Where images are processed by changing the color space components. Mainly HSV and YCbCr were used for investigation. HSV is a hue color model which separates the pure color from the saturation and brightness. YCbCr is one of the most popular color spaces in computing. Its naming comes from combing three letters which have different properties where Y (represents luminance which is measurement of the amount of energy that is perceived from a light source). Cb (represents the difference between the blue component of the images and a certain reference value). Cr (represents the difference between the red component of the images and a certain reference value) [25].

Since that many elements can be found in the acquired. Many researchers used the hue and luminance to classify them in five categories [15]. The chrominance channels $C_b$, $C_r$ and the pixel’s values aren’t used because they do not provide any useful information from the evaluations. The listing below contains the relationships between the color space components:

1. The smallest “hue” values used to represent buildings, which ranges from 0 to 0.1
2. Roads have high saturation value of about 0.3, hue value between 0.05 and 0.2, and luminance between 110 and 160 lumens.
3. Sandy regions have minimum saturation value about 0.3, and similar luminance value with roads.
4. Trees have a luminance value below 100

Therefore, these essential adjustments are applied to the image using the condition in equation (1), which is applied to each image pixel in order to separate between the ROI and the background.

\[(100 \times Y) \text{ AND } (S < 0.3) \text{ AND } (H \geq 0.05) \quad (1)\]

The resulted image of the above step is a binary image, which undergoes some enhancement steps to create a mask image for ROI extraction.
First a filling operation is used to fill the holes in the input binary image, then all small objects or connected components that are smaller than 20 pixels are removed from the binary image. The size threshold was chosen after several trials. The next morphological operations used are the closing operation followed by dilation.

III. FEATURE EXTRACTION AND CLASSIFICATION

A. Feature Extraction

The resulted image from the ROI algorithm undergoes an automated cropping of size (30x30) pixels. The cropped images were then subject to interest point extraction using SURF. The SURF feature descriptor generates huge amount of redundant features that could not be used directly as an input for the classification step. Therefore, a feature representation is usually following this step. For that we used the Bag-of-visual-Words (BoW). A bag of words is a scattered vector of occurrence counts of words. In computer vision however, a bag of words is a visual vector of occurrence counts in a vocabulary of local image features. Utilizing the BoW model for picture is done by developing an extensive vocabulary of numerous visual words and speak to every picture as a histogram of the recurrence words that are in the picture.

Three steps are followed to represent an image using BoW: feature extraction, feature representation, and generating a codebook. The SURF is applied on the extracted ROI’s to extract the representing features. SURF is a local feature extractor that extracts the interest points based on edge images. It used widely for image and object matching as it is scale and transformation invariant and is robust against illumination changes [26]. Despite its robustness, SURF is cost processing and are captured in the RGB color space. The images have typical resolution of 5184x3456 pixels with color depth of 8 bits per pixel.

B. ROI Extraction

As shown in Figure 2 a), the input image for the system is in three color channel (RGB), the image first is converted to two color spaces, \( YC_bC_r \) as shown in Figure 2 b), and HSV, as shown in Figure 2 c). These images undergo a pixel by pixel loop to apply equation (1) to create a mask image as shown in Figure 3. After applying iterative morphological operations on the binary image as opening and closing, we obtain the final resulted mask image as shown in Figure 4.

C. SVM Training and Classification

For training and testing purposes, 596 cropped images are created by the previous step. All the images are labeled manually. 400 images are used for training and validation of the SVM and 196 cropped images are used for testing the trained model. Three trials are performed to test the overall accuracy of the training versus the size of the training dataset. In each trial 70% of the images are used for training and 30% are used for validation. The number of images in the dataset for the first test was 200 images, then 300 images for the second test and 400 images for the third test. It has been found that increasing the number of the training images leads to increase the accuracy of the SVM up to 86.2%. Summary of the results and the accuracy of the training after validation against the dataset size are shown in Table 1. Figure 5 shows that the curve of the accuracy increased slightly when the number of samples in the training dataset increased from 300 to 400.

IV. RESULTS

The results of each step in the block diagram will be shown in order to summarize the work done in this paper and to simplify the process. Finally, up on the results shown, it could be concluded that the proposed system has proved a high performance and robustness.

A. Test Dataset

The dataset are prepared from high resolution colored images captured by controlled UAV for parking lot in the University of Trento, Italy as mentioned before. Lab of Intelligent Information Processing, Italy [18]. The camera used for image acquisition is Canon EOS 550D which contains 18 MP CMOS APS-C sensor. The images are 2 cm spatial resolution and are captured in the RGB color space. The images have typical resolution of 5184x3456 pixels with color depth of 8 bits per pixel.
D. Testing and Classification

After training the SVM a test set is created for manual testing. The image set created from the automatic cropper is passed to the bag of word to create visual features and the prediction is done on each image to know whether it is a car or not. Table 2 shows the confusion matrix. The overall accuracy achieved is very close to that obtained in the training, namely 86.1%. The true-positive rate (TPR) or the sensitivity is 83.6%, while the precision or positive predictive value (PPV) is 80.3%.

Table 1. Comparison between the numbers of training images

<table>
<thead>
<tr>
<th>Number of training images</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>200</td>
<td>78.1 %</td>
</tr>
<tr>
<td>300</td>
<td>84.7 %</td>
</tr>
<tr>
<td>400</td>
<td>86.2 %</td>
</tr>
</tbody>
</table>

Figure 5: Overall classification accuracy of the ROI against the number of training samples.

Table 2. Confusion matrix of the manual test dataset.

<table>
<thead>
<tr>
<th></th>
<th>Predicted Vehicle</th>
<th>Predicted Background</th>
</tr>
</thead>
<tbody>
<tr>
<td>Actual</td>
<td>Vehicle</td>
<td>Background</td>
</tr>
<tr>
<td>Vehicle</td>
<td>61</td>
<td>12</td>
</tr>
<tr>
<td>Background</td>
<td>15</td>
<td>106</td>
</tr>
</tbody>
</table>
V. CONCLUSION

Urban communities everywhere throughout the world manage a large number of vehicles going through their roads every day. The expanding number of vehicles is viewed as the primary reason for traffic jams. This makes it hard likewise to discover a spot to park the car. The greatest problem in these years is the security and the activity control of the roadways, attempting to make individuals life less demanding. Numerous answers for taking care of this issue is proposed. One way is utilizing remote sensing field, particularly Unmanned Aerial Vehicle (UAV) which these days picks up an awesome fame in this field.

In this paper a we have proposed a simple yet robust technique for vehicle localization in the traffic monitoring applications. The algorithm is able to process single high-resolution image in real time, and hence is suitable for further implementation on low computing hardware embedded on UAV.
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