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Multimodal Analysis of Human Fear 
Swagata Sarkar 

 
     Abstract: Human emotion detection is very much relevant in 

today’s scenario. Human life become fast due to modernisation. 

People like to lead sophisticated, peaceful and healthy life. 

Human emotion plays a vital role in present scenario. Six basic 

emotions are considered for research purpose. Those are happy, 

sad, fear, anger, disgust and boredom. In this paper, human fear 

is analysed based on Electroencephalogram (EEG) signal, 

physical parameters and facial images. Statistical parameters 

both from time and frequency domain are used as feature set.  

Own database is used for the analysis. It is seen from the result 

that the efficiency is enhanced significantly after multimodal 

analysis of human fear. The classification results for discrete 

wavelet transform and logistic regression model are improved by 

8.33% and 8.33% respectively. 

    Keywords: EEG signal, Emotion, Facial Images, Physical 

Parameters 

 
I. INTRODUCTION 

 
  Multimodal analysis of human emotion is an emerging 

field for human emotion classification. Different parameters 

from different domain can be used an in combination for 

getting good results. There is a good scope to make further 

use of modalities. In this part of the work, EEG signal 

parameters are fused with physical parameters and facial 

image parameters using discrete wavelet transform and 

logistic regression model respectively. The features are 

classified using back propagation neural network of artificial 

neural network. In this part of the work, six emotions 

(happy, sad, surprise, angry, fear, boredom) is classified 

using Back Propagation Neural Network. The database used 

for the research purpose were collected from Sri Jeyam 

Clinical Laboratory, Tambaram. 50 subjects in all have 

contributed their valuable data for the research purpose. 

Thirteen features were collected from each subject. Facial 

images were collected as the fourteenth feature and EEG 

signal is also measured. Each subject was connected to 

various instruments measuring different parameters. 

Different emotions were brought about by viewing various 

clippings on the TV. In this part of the work emotion is 

analysed on the basis of facial image with physical 

parameters and EEG signals. Ten statistical features of facial 

image have been fused with thirteen physical parameters 

and seven statistical features of EEG signals. The thirteen 

physical parameters are clarified in Table 1. 
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Table-I: Physical Parameters change with respect to 

Fear 

Serial No. Parameters 

 

Ranges of Parameters for 

Fear 

1. Electroencephalogram(A1) 

Alpha(13-15 Hz) 

Beta(7.5-13 Hz) 

 

2. Heart Rate(A2) 
High(84-120 BPM) 

3. Heart Rate Variability (A3) 

High(0.15-0.4 Hz) 

 

4. Pre Ejection Period(A4) 

Low(0-800 ms) 

 

5. Stroke Volume(A5) 
High(240-400 ml) 

6. Systolic Pressure(A6) 
High(120-147 Hg) 

7. Diastolic Pressure(A7) 

Low(77-88 Hg) 

 

8. 
Skin Conductance 

Response(A8) 

High(0.85-1.5ms) 

9. Tidal Volume(A9) 

 

Rapid(100-150ml) 

 

10. Oscillatory Response(A10) 

 

High(0.5-1 

breadths/minute) 

11. Respiration Rate(A11) 

 

High(15-24 

breadths/minute) 

12. 
Non specific Skin 

Conductance Response(A12) 

 

Low(0-2 /minute) 

 

13. 
Skin Conductance 

Level(A13) 

 

Low(0-2 ms) 
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A. Statistical Features for Signal and Image 

The statistical features are analysed for EEG signal and 

facial images. Both time domain and frequency domain 

signal analyses are done for the both EEG signal and facial 

images. Total seven major features are considered in the 

analysis. The features are Mean, Standard deviation, 

Skewness, Entropy, Nyquist, Second derivative sum of fast 

Fourier Transform. The analysis of seven basic features with 

respect to signal and images are analysed in the following 

section. There are several statistical parameters both in the 

time and the frequency domains, but a major seven 

parameters only have shown significant differences for both 

image and signal. The value of mode, fast fourier transform, 

a first order derivative of fast fourier transform and higher 

order derivatives also take into consideration, but those 

values do not have significant variation with respect to 

image and signal. 

 

1. s Mean: The mean value of the input signal is computed 

over a running average window of one cycle of the 

specified fundamental frequency. The mean for the 

image is the mean of all pixels without regard to color 

channel. The mean value identification is very important 

for any domain as feature because the mean value 

changes remarkably for different emotions. Mathematics 

for the image it can be represented as follows 

 

       Mean (𝑋) =
∑𝑋

𝑁
   (1)  

      Where X=Mean, ∑X= summation of image pixels and 

N= Number of pixels 

2. Standard Deviation: It represents noise and other focus 

of interference. This gives rise to the term Signal to 

Noise Ratio (SNR) which is equal to the mean divided 

by standard deviation. It is also known as the coefficient 

of variation. It is a measurement of the variability of a 

signal about its mean value. From the image processing 

point of view, the unbiased estimate of the standard 

deviation of the brightness within a region with pixels is 

called the sample standard deviation. It is the estimate of 

the underlying brightness probability distribution. 

Calculation of standard deviation is important for both 

signal and image points of view considering the ability to 

its estimate SNR for the signal to identify brightness for 

image. For emotional facial expression brightness of the 

facial image changes from one emotion to another 

emotion. The SNR also has remarkable difference in 

EEG and speech signals. The example equation for 

standard deviation of the image is 

     Standard Deviation 

 

      (µ)=√1/𝑁 ∑ (𝑥𝑖 − 𝑥)(𝑥𝑖 − 𝑥)𝑁
𝑖=1  (2) 

 

     Where µ=Standard Deviation, N=total number of pixels, 

xi= each value of pixel, x= arithmetic means of pixels  

3. Median: To calculate the median value of both signal 

and image, the input values are first sorted for 

calculation of the median values of both signal and 

image. If the number of values is odd, the median is the 

middle value. If the number of values is even, the median 

is the average of the two middle values. It is also very 

much significant for emotional face and speech analysis, 

considering the change in the median value for every 

emotion after sorting the data. 

Median (Mdn)=1 + (
𝑁
2 −∑ 𝑓0

𝑓𝑤
) ∗ 𝑖 (3) 

 

Where Mdn= Median, N=Total number of pixels, ∑f0= 

summation of frequencies of pixels, fw= frequency of 

pixels within the interval containing the median. 

4. Skewness: Skewness is a measure of the asymmetrical 

spread of a signal or image pixel about its mean value. 

It is the ratio of the average cubed deviation from the 

mean divided by the cube of the standard deviation. If 

the skewness is negative, the data are spread out more 

to the left of the mean to the right and vice versa. 

Skewness is a very important feature for both signal 

image as it can identify the tendency of the signal or 

image towards negative or positive. 

 
Fig. 1. Skewness Plot 

 
The general equation for skewness is 

Skewness = 3(Mean-Median)/Standard Deviation (4) 

 

5. Entropy: The entropy or average information of the 

image can be obtained from the histogram of an image. 

It is the amount of information which must be coded by 

a compression algorithm. The entropy of a signal is the 

probability of occurrence of the signal. When the 

probability of occurrence is high, the information is 

low, otherwise, the information is high. This probability 

is a very important feature for both emotional facial 

image and signal, the value will give remarkable 

difference for positive and negative emotions. The 

equation of entropy is 

Entropy(H)= -∑ 𝑃𝑖𝐿𝑜𝑔2 𝑃𝑖𝑖         (5) 

Where H= Entropy, Pi= Probability of instantaneous 

pixels 

6. Nyquist: In this research, digital image and signal 

processing are used. Hence Nyquist is a very important 

feature. It is first the sampling of Fast Fourier 

transform. The Nyquist theorem states that if the 

sampling rate is greater than or equal to the twice of the 

highest frequency component present in the signal, true 

reproduction of the signal or image is possible. Fast 

Fourier transform is applicable to image from the point 

of view of pixel frequency. The fourier transform is a 

frequency domain analysis. It is known that frequency 

domain analysis can give better understanding and 

result than time domain analysis. For Fast Fourier 

Transform, computation time is less which can reduce 

the memory usage as well. The equation for Nyquist is 

Nyquist= Sampling of FFT  

 (6) 
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7. Fast Fourier Transform (FFT): Fourier analysis 

can convert the time domain features to frequency 

domain feature. Frequency domain features can carry 

additional information more than a time domain 

feature. The FFT is the method to make Fourier 

transform much faster and reliable. It can improve the 

speed and memory utilization. The fourier transform 

is also a very important image processing tool. It 

decomposes an image to its sine and cosine 

components. The output of the FFT based image is in 

the frequency domain, whereas the input is in the 

time domain. The frequency domain feature has 

significant change for both emotional face and signal.  

The equation of FFT is 

Fast Fourier Transform (FFT)𝑋(𝑘) =
∑ 𝑥(𝑛)𝑒−𝑗2𝜋𝑛𝑘𝑁−1

0    (7) 

8. Second Derivative sum of FFT: Second derivative 

sum of the FFT is the added feature over normal FFT. 

If the result of FFT gives minor difference between 

two different emotional images or signals, the second 

derivative sum can make a significant difference in 

feature. The equation for the second derivative sum 

of FFT is 

Second Derivative sum of FFT=∑
𝑑2

𝑑𝑡2
(𝑋(𝐾)) 

    (8) 

From all the seven parameters only Standard 

Deviation, Nyquist and Second Derivative Sum of 

FFT are selected as primary features as only these 

three are dominant different. 

B. MIN-MAX Algorithm for Image Fusion 

 A min-max algorithm is a recursive algorithm for the 

choice of the next move in a n-player game, usually a two-

player game. The player then makes the move that 

maximizes the minimum value of the position resulting from 

the opponent's possible following moves. In min-max 

algorithm depth first search technique is used. The min-max 

algorithm is newly used for image fusion techniques. It is 

found suitable because image is a combination of pixels in 

the two-dimensional arrangement. The min-max algorithm 

also can be applied efficiently in the two-dimensional case. 

An example can illustrate the algorithm clearly. In figure 3.3 

In this work, the min-max algorithm is used to identify 

minimum values of each row and maximum from that. So, 

when an image is going to fuse, for each orientation of 

image row values are collected and consecutively minimum 

and maximum values are identified and the resultant value 

only gives final fused image. A unit area is identified with a 

fixed number of pixels. The minimum values of pixels are 

identified row wise and finally the maximum pixel value is 

identified for each set. Again, the next unit of the fixed 

number of pixels is identified. This way the same emotions 

with different face orientation of the same subjects are fused 

and only time and frequency domain features are identified 

following this. This gives much better result than single 

facial emotion feature extraction. 

C. Discrete Wavelet Transform 

The wavelet transform is the advanced version of Fourier 

Transform. The fourier transform is the frequency domain 

analysis of the signal. Frequency domain analysis can give a 

much better understanding and data than by time domain 

analysis. Short Time Fourier Transform (STFT) came after 

the Fourier transform 

The Discrete Wavelet Transform (DWT) is easier to 

implement than CWT. The computational time of DWT is 

much lesser than CWT. Mostly in DWT the position of the 

frequency components and the number of their repetitions 

can be identified, those are not possible for the fourier 

transform. In this work Haar wavelet is used. The following 

figure shows the Haar wavelet. 

 

Fig. 2. Three level 2D DWT 

In figure 2 low pass filter feature is further decomposed up 

to third level to get better results. In this research Haar 

decomposition is used up to fifth level to get better results. 

This mechanism is used for feature level fusion other than 

feature extraction in this work. 

D. Regression 

 Regression is a statistical measure used in finance, 

investing and other disciplines to determine the relationship 

between one dependent and multiple independent variables. 

It is used for prediction. Regression is basically classified 

into seven categories. They are linear regression, logistic 

regression, polynomial regression, stepwise regression, 

ridge regression, lasso regression and elastic net regression. 

In this work, logistic regression model is used as it is the 

best fit for a non-linear model. Logistic regression is used to 

find the event as success and event as failure. It is widely 

used for classification problems. Logistic regression doesn’t 

require linear relationship between dependent and 

independent variables.  It can handle various types of 

relationships because it applies a non-linear log 

transformation to the predicted odds ratio. 

In this work, logistic regression model is used for the feature 

level fusion purpose. Features from different modalities, for 

example, speech and physical parameters or EEG and 

physical parameters have been obtained and taken to single 

parameter value using logistic regression model. 

E. Fuzzification 

In this work, fuzzification is used for physical parameter 

modification. Raw data of physical parameters directly 

collected from experimental values are not fit for direct 

classification, because the same data may be closely related 

to two different ranges. In that scenario, the fuzzification 

method can give a distinct class for each value based on its 

maximum association to the specific class. Fuzzification is a 

method to convert crisp values into fuzzified values with the 

help of membership function. The concept of fuzzification 

came from real time scenario. The binary can handle only 

two variables, whereas fuzzy logic can handle multiple 

variables. Another major advantage of fuzzy logic is its 

ability to deal with linguistic variables.  
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The variables like very low, low, medium, high, very high 

can be classified with the help of range. Membership 

function is related to a fixed range.  There are multiple types 

of membership functions like triangular, Gaussian, 

trapezoidal, bell shaped, sigmoid etc. In this research, fuzzy 

logic is used for the proper data classification purpose for 

physical parameters. The fourteen physical parameters have 

different ranges and are different for different emotions. 

Same data belongs to different classes. So, it is difficult to 

identify proper emotions. The degree of association in fuzzy 

logic separates the data in proper class by fuzzification 

method and get back the original data by De-fuzzification 

using the centroid method. The result analysis shows that, 

there is a significant change in classification as fuzzified 

data gave more accurate output than non-fuzzified data. 

The sample facial images from database are shown in figure 

3 

 
 

Fig. 3. Four basic emotions from single subject from 

Own dataset 

The fear points collected from the facial images are shown 

in figure 4. 

 
Fig. 4. Emotion Points for Fear 

In literature it is stated that multimodal analysis can furnish 

better result than bimodal analysis. In previous literature 

five parameters are used for analysis. In this work thirteen 

physical parameters are used for the multimodal analysis.  

The arrangement of the paper is as following 

I. Introduction 

II. Proposed Work 

III. Result and Discussion 

 

 

 

 

 

II. PROPOSED WORK 

 
In this paper human fear is analysed by the feature sets 

collected from different domains. Then the collected 

features are fused by discrete wavelet transform and logistic 

model and finally classified by back propagation algorithm 

of artificial neural network.The experimental setups for this 

work are shown in figure 5, 6 and 7. Figure 5 shows the 
setup for Systolic and Diastolic Blood Pressure 

Measurement. 

 
Fig. 5. Setup for Systolic and Diastolic Blood Pressure 

Measurement 

Figure 6 shows the setup for heart rate measurement. 

 

 
Fig. 6. Setup for Heart Rate Measurement 

Figure 7 shows the experimental setup for EEG 

measurement. 

 
Fig. 7. Setup for EEG Measurement 

Sigmoid function is used as activation function and a 

threshold value for each emotion is 0.001. Seven features 

from facial image and thirteen features from the physical 

parameter domain are fused together to get 30 input feature 

set for neural networks. The number of input neurons is 30. 

Since six emotions are classified, six output layers and six 

hidden layer neurons have been used. 42 datasets with 30 

features are taken as training data and 8 datasets with 30 
features have been taken as testing data.  
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Since the emotions are well classified, so features were 

extracted directly from the dataset and experiment. Then 

feature level fusion was done using DWT and Logistic 

Regression Model. The final 30 fused features alone were 

classified using back propagation neural network. This 
classification was done for 50 subjects. 42 subjects (85%) 

were used as training and 8 subjects (15%) are used for 

testing. Centroid method was used for De-fuzzification of 

data. Figure 8 shows the back-propagation algorithm of 

Artificial Neural Network architecture. 

 

Input Layer            Hidden Layer  Output Layer 

Fig. 8. ANN Architecture for Multimodal Human 

Emotion Recognition (Facial Image, EEG Signal & 

Physical Parameters) Multimodal human emotion 

analysis, shows that the confusion matrix giving very 

good results for most of the emotions. 

III. RESULTS AND DISCUSSIONS 

The multimodal result analysis is done by confusion matrix. 

This matrix can identify that how emotions are exactly 

detected by classification. The confusion matrices for two 

different fusion methods are shown in Table 2 and Table 3. 

Table-II: confusion matrix of the emotion recognition 

system based on discrete wavelet transform based 

multimodal feature level fusion. 

Types of 

Emotions 

a 

(%) 

b 

(%) 

c 

(%) 

d 

(%) 

e 

(%) 

f 

(%) 

a 100 0 0 0 0 0 

b 0 100 0 0 0 0 

c 0 0 100 0 0 0 

d 0 0 0 100 0 0 

e 0 10 0 0 90 0 

f 0 0 0 0 0 100 

Notes: a=Happy, b=Surprise, c=Neutral, d= Anger, e= Sad, 

f=Fear 

Table-III: Confusion matrix of the emotion recognition 

system based on logistic regression based multimodal 

feature level fusion. 

Types of 

Emotions 

a 

(%) 

b 

(%) 

c 

(%) 

d 

(%) 

e 

(%) 

f 

(%) 

a 100 0 0 0 0 0 

b 0 100 0 0 0 0 

c 0 5 85 0 10 0 

d 0 0 0 90 0 10 

e 0 0 0 0 100 0 

f 0 0 0 0 0 100 

Notes: a=Happy, b=Surprise, c=Neutral, d= Anger, e= 

Sad, f=Fear 

The classification result of discrete wavelet transform can 

give better result than logistic regression model. The 

average classification percentage using discrete wavelet 

transform is 98.33%. The average classification percentage 

using logistic regression is 95.83%. The bimodal 

classification result is 90% for discrete wavelet transform. 

The average classification percentage using logistic 

regression is 87.5%. Both the results are improved by 8.33% 

and 8.33% respectively. 

IV. CONCLUSIONS 

This work analyses the multimodal aspect of human 

emotion recognition. The literature shows the possibility of 

the multimodal analysis to give better results compared to 

unimodal and bimodal analysis. The confusion matrix shows 

almost all the emotions having 100% accuracy for discrete 

wavelet based feature level fusion compared to logistic 

regression based feature level fusion. Only sad emotion has 

been misclassified for discrete wavelet based classification, 

whereas neutral and anger have been misclassified using 

logistic regression based feature level fusion. . The average 

classification percentage using discrete wavelet transform is 

98.33%. The average classification percentage using logistic 

regression is 95.83%. The bimodal classification result is 

90% for discrete wavelet transform. The average 

classification percentage using logistic regression is 87.5%. 

Both the results are improved by 8.33% and 8.33% 

respectively. 
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