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Abstract: In this paper, we proposed a fusion feature extraction method for content based image retrieval. The feature is extracted by focusing on the texture and shape features of the visual image by using the Local Binary Pattern (LBP – texture feature) and Edge Histogram Descriptor (EHD – shape feature). The SVD is used for decreasing the number of the feature vector of images. The Kd-tree is used for reducing the retrieval time. The input to this system is a query image and Database (the reference images) and the output is the top n most similar images for the query image. The proposed system is evaluated by using (precision and recall) to measure the retrieval effectiveness. The values of the recall are between [43% –93%] and the average recall is 64.3%. The values of precision are between [30%–100%] and the average is 72.86% for the entire system and for both databases.
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I. INTRODUCTION

The feature extraction phase plays a significant role in image retrieval as the performance of the system much based on the ability of these extracted visual features in characterizing the image content. The features extracted are the numerical values data obtained from images that are hard for a human being to understand. The size of the features derived from an image is much reduced than the original image. Dimensionality reduction decreases the overheads of processing the image bunch. There are two kinds of features obtained from the image: local and global features. Global features are defined for characterizing the image as a whole, which is used for image retrieval, object detection, and classification. While local features are limited to describing the image patches which are used for object recognition and identification. Combining global and local features increases the precision of recognition with the negative effect of cost computing.

Numerous features can be extracted from the image; among which, the color, shape and texture features are well-studied and extensively used for CBIR applications. Also, local features such as Scale Invariant Feature Transform (SIFT) [1] and Speeded Up Robust Features (SURF) [2] have also gained attention because of their invariance property and performance in object retrieval.

Color is a low-level visual feature which it is the most efficient, comfortable and commonly used in CBIR. Human visual perception can easily discriminate different colors compared to other features. It is also a robust feature, as it does not based on the situation of the image, such as the direction, size, and angle. According to various application requirements, color features can be defined over different color spaces such as RGB, HSV, YCrCb, etc. [3]. The commonly used color descriptors include color histogram, color coherence vector [3], color moments [4], color-correlogram [5], color auto correlogram [6] and color co-occurrence matrix [71].

Another significant visual feature is texture. Texture can be interpreted as continuous patterns of local variation for intensity pixel. In contrast to color, a texture occurs in an image region (collection of pixels), while color occurs on an image point (pixel). Image features like contrast, coarseness, directionality, regularity, entropy, etc. can be extracted with various texture descriptors. There are many techniques applied for computing the texture features such as fractals, wavelets, co-occurrence matrix, Gray Level Co-occurrence Matrix (GLCM), Local Binary Patterns (LBP), Tamura features, etc. [3, 8 and 9].

In other methods like spectral texture approaches, images are transmuted into the frequency domain by employ particular spatial filter methods. Texture features are taken from the transformed spectra using statistics. Due to the large neighborhood support of the filters, spectral techniques are powerful to noise. Common spectral methods include Fourier transform, discrete cosine transform (DCT), wavelet transform and Gabor filters [3, 10, 11 and 12].

Shape features are often applied effectively for particular uses involving man-made objects. However, as these features are susceptible to image transformations like translation, scaling, and rotation, they are not as popular as color and texture features in retrieval applications and are often used in conjunction with other image features. The edge histogram descriptor (EHD) is one of the commonly used approaches for shape detection [13].

Our content-based image retrieval method depends on global features of images. The proposed system focuses on the texture and shape features by using the Local Binary Pattern(LBP) and Edge Histogram Descriptor (EHD) features, respectively. Each image in database represented by (256,1024,...,etc) bins for LBP and 150 bins for EHD. The Singular value decomposition (SVD) is used to compress the length of image features to only six features for each image while Kd-tree is used to extract the top N comparable images for a query image.
II. THE PROPOSED SYSTEM

The proposed system of this paper consists of many stages, and each stage has several steps. The block diagram of the proposed system is illustrated in Fig 1.

![Block Diagram](image)

A. The input query image and preprocessing

In this stage, the first step is converting the query image and database images from 24-bit color RGB (Red, Green, Blue) to grey-scale form. The next step of this stage is preprocessing and filtering process involving noise removal, smoothing, and enhancement of the frames of video by using low pass filtering, high pass filtering or median filtering.

B. Feature Extraction.

In this stage, we suggested a fusion method for feature extraction by focusing the texture and shape features of the visual image by using the Local Binary Pattern (LBP – texture feature) and Edge Histogram Descriptor (EHD – shape feature). The input to this stage is the query image and the database images and the output is the feature matrix.

1- Applying the LBP.

In this step, the feature vector will be extracted by using the Local Binary Pattern (LBP) for each reference image in the database and the query image. Each image has a huge number of pixels, thus we need a method to extract a feature vector that represents the image. Suppose we have an image with size(300*300) pixel, which means that we have 90,000 pixels representing the image. The goal of using the LBP is to decrease the features pixel from 90,000 to (256, 1024 or 2304) feature vector. The LBP for an image is extracted according to the following steps of the algorithm (1) illustrated below.

<table>
<thead>
<tr>
<th>Algorithm (1): Local Binary Pattern (LBP) Algorithm</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Input:</strong> A grayscale image with size (m,n).</td>
</tr>
<tr>
<td><strong>Output:</strong> A grayscale image with size (m,n).</td>
</tr>
<tr>
<td><strong>Begin</strong></td>
</tr>
<tr>
<td>1- Scan the image of size (m<em>n) by using a sliding window with size 3</em>3.</td>
</tr>
<tr>
<td>2- For each window represent the neighbour correlation of center pixel to binary by the threshold. The code is 0 if the neighbour pixel less than or equal to the center pixel while the code is 1 if the neighbour pixel largest than the center pixel.</td>
</tr>
<tr>
<td>3- Read the binary code of 8- neighbour of the window in a clockwise or counterclockwise direction and collect 8-binary code</td>
</tr>
<tr>
<td>4- The 8- digit binary code is converted to decimal number.</td>
</tr>
<tr>
<td>5- Put the decimal number on the center of the window.</td>
</tr>
<tr>
<td><strong>end</strong></td>
</tr>
</tbody>
</table>

Now, the final result of this step is an image with size (m*n) with different values compared with the original image that represents the Local Binary Pattern of image. Fig 2. represents the illustration of applying a Local Binary Pattern (LBP) on an image.

![LBP Image](image)

Fig 2. An example of Local Binary Pattern (LBP) on an image.

2. Dividing the LBP Image to Number of Region

In this step, the proposed system can use the whole LBP image as one region, dividing LBP image into (2*2) regions, LBP image into (3*3), LBP image into (4*4),…or dividing LBP image into (n,n). Fig 3. illustrates dividing the LBP image into (1,4,9,16) regions.
3. Extracting the Histogram for each Region.
   A histogram is a perfect representation of the spreading of pixel color values in image processing. It is an evaluation of the probability distribution of each gray-level value in the image. After determining the number of regions for LBP-image, now the system will compute the histogram for each region which values of each histogram bin between (0-255) that represent the range of gray-scale values.

4. Concatenating all Histograms as a Vector
   In this step, the system will merge the histograms of the image as a single histogram. The first histogram region takes values between 0 and 255. The second one takes values from 256 to 511. The third one takes values from 512 to 767 and so on. Each value represents the number of its occurrences in a particular region in LBP-image. Fig 4. represents the concatenated collection of histograms to one which is considered a feature vector for a particular image.

5. Applying the Edge Histogram Descriptor (EHD)
   The EHD reflects the distribution of 5 kinds of edges in each local region termed a sub-image. The sub-image is described by splitting the image space into 4 non-overlapping blocks, as shown in Fig 5. So, whatever the size of the actual image, the image division produces 16 equal sub-images.

   We then produce a distribution edge histogram for every sub-image to describe the sub-images. The sub-image edges are classified into five kinds of edges: horizontal, vertical, 45-degree diagonal, 135-degree diagonal and non-directional, as described in Fig 6. which explains the shape of edges and their filters.

   The five kinds of edges can be extracted by filtering image based on the convolution matrix. Convolution is the treatment of a matrix by another one which is called “kernel”. Equations from (1) to (5) explains the five types of filtering processes.

   \[
   \begin{align*}
   m_v(l,j) &= \sum_{k=0}^{3} a_v(l,j) \times f_v(k) \\
   m_h(l,j) &= \sum_{k=0}^{3} a_h(l,j) \times f_h(k) \\
   m_d-45(l,j) &= \sum_{k=0}^{3} a_d(l,j) \times f_d-45(k) \\
   m_d-135(l,j) &= \sum_{k=0}^{3} a_d(l,j) \times f_d-135(k) \\
   m_n(l,j) &= \sum_{k=0}^{3} a_n(l,j) \times f_n(k)
   \end{align*}
   \]

   The five types of edges can be extracted by filtering image based on a convolution matrix. Convolution is the treatment of a matrix by another one which is called “kernel”. Thus, for each sub-image, the histogram describes the relative frequency of occurrence in the corresponding sub-image of the 5 edge types. As a direct result, as shown in fig 7., there are 5 bins for each local histogram. Each bin refers to one of five kinds of edge. Since, the image contains 16 sub-images, a total of 5 x 16=80 histogram bins are needed, as illustrated in Fig 8. Note that with regard to location and type of edge, each bin of 80-bins histogram has its own semantics.
Algorithm (2) illustrates the pseudo-code of the Edge Histogram Descriptor (EHD) algorithm for an image (gray) while Fig. 9, illustrates the example of extracting the edge histogram descriptor for sub-block image of size (2x2) on sub-image (1,0) of the Fig. 4.

**Algorithm (2): Edge Histogram Descriptor (EHD) algorithm**

Input: A grayscale image with size (m,n).

Begin
1- Computing the vertical filter for the image using equation (3.3) to produce \( f_v \). \( f_v \) represents the vertical filter for input image*.
2- Computing the horizontal filter for the image using equation (3.4) to produce \( f_h \). \( f_h \) represents the horizontal filter for input image*.
3- Computing the diagonal –45 degree filter for the image using equation (3.5) to produce \( f_{D-45} \). \( f_{D-45} \) represents the vertical filter for input image*.
4- Computing the diagonal –135 degree filter for the image using equation (3.6) to produce \( f_{D-135} \). \( f_{D-135} \) represents the vertical filter for input image*.
5- Computing the Non-edge filtering image using equation (3.7) to produce \( f_{N.E} \). \( f_{N.E} \) represents the non-edge filter for input image*.
6- Dividing each of the \( f_v, f_h, f_{D-45}, f_{D-135} \) and \( f_{N.E} \) into non-overlapping 4x4 blocks.
7- \( K=0 \)
8- For \( x=0 \) to 3
9- For \( y=0 \) to 3
10- Scanning each block \((x,y)\) of the \( f_v, f_h, f_{D-45}, f_{D-135} \) and \( f_{N.E} \) by using a 2x2 kernel mask.
11- Computing the average value for each kernel.
12- Select the image filter of the maximum average.
13- If the selected value is \( f_v \) then \( \text{Bin-count}(k)= \text{Bin-count}(0)+1 \)
14- If the selected value is \( f_h \) then \( \text{Bin-count}(k)= \text{Bin-count}(1)+1 \).
16- End if
17- If the selected value is \( f_{D-45} \) then \( \text{Bin-count}(k)= \text{Bin-count}(2)+1 \).
19- End if
20- If the selected value is \( f_{D-135} \) then \( \text{Bin-count}(k)= \text{Bin-count}(3)+1 \).
22- End if
23- If the selected value is \( f_{N.E} \) then \( \text{Bin-count}(k)= \text{Bin-count}(4)+1 \).
25- End if
26- \( k=k+5 \)
27- End for
28- End for
29- Return Bin-count
End

6. Global, Simi-Global and Local Features of EHD.

The only normative semantics for the EHD are the 80 bins of a local edge histogram (i.e., BinCounts [i], i = 0, ..., 79) as explained in Table- I. However, the histograms of only the local edge may not be enough to provide an effective matching image. In other...
words, for the complete image space and specific vertical and horizontal semi-globe edge, in addition to local ones, we may need the information on the edge distribution. Fortunately, we can produce the global and particular semi-global edge histogram from BinCounts \(i\), \(i = 0, \ldots, 79\) directly at the matching step. The global edge histogram is the distribution of the edge for the complete image space. There are 5 kinds of edges, thus, there are 5 bins in the global edge histogram and each bin value is acquired by accumulating and normalizing the dequantized bin values of the corresponding edge type of BinCounts \(i\). Similarly, we can cluster some subsets of BinCounts \(i\) for the semi-global edge histograms as explained in Fig. 10. The 13 different parts (that are, 13 distinct subsets of the image blocks) are defined, and edge distributions for each section can be generated from 80 local histogram bins in five different edge types. Therefore, we have a total of 150 bins (5 bins (global) + 65 bins (13 x 5 semi-global) + 80 bins (local)) for similarity comparison.

Fig. 10. Sub-image segments for semi-global histograms.

7. Constructing the Feature Matrix

In this step, we build the feature matrix of the database and one query image. Each row of the feature matrix represents the feature vector of one image (the concatenated histogram from the above step). The first row represents the feature vector of one query image, while other rows represent the feature vector of the reference images that are stored in the database. The length of each feature vector is \((256,1024,2304, 4096,\ldots)\), depending on the number of regions grid of dividing LBP-images plus (150 bins) of EHD. The 256 are used when the whole image as one region. The 1024 (9*256) are used when the image is split to four regions. The 2304 (9*256) are used when the image is split to nine regions. The 4096 (16*256) are used when the image is split to sixteen regions and so on. The size of the feature matrix is \((N+1) \times r\) length of concatenated histograms. When \(N\) represents the number of reference images are saved in the database. The shape of the final result for this step explained in Table- II.

Table- II: The feature matrix representation of the database and query image.

<table>
<thead>
<tr>
<th>No.</th>
<th>Images</th>
<th>Feature vector</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>Query image</td>
<td>feature vector of (query image )</td>
</tr>
<tr>
<td>1</td>
<td>Image 1_DB</td>
<td>feature vector of (Image 1)</td>
</tr>
<tr>
<td>2</td>
<td>Image 2_DB</td>
<td>feature vector of (Image 2)</td>
</tr>
<tr>
<td>3</td>
<td>Image 3_DB</td>
<td>feature vector of (Image 3)</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>N</td>
<td>Image N_DB</td>
<td>feature vector of (Image N)</td>
</tr>
</tbody>
</table>

C. Applying the SVD Decomposition

The singular value decomposition (SVD) in linear algebra is a factorization of a true or complicated triangular matrix that is equivalent to the diagonalization of symmetric or Hermitian square matrices using an eigenvector basis. SVD is a stable and efficient way of separating the structure into a collection of linearly distinct parts, each of which has its own contribution to energy \([14,15]\). For any \((m \times n)\) matrix can be decomposed to the multiplication of three matrices \(U, S\) and \(V\) such as explained in equation (6).

\[
A = USV^T
\]

In this stage, the system applies the SVD for the feature matrix extracted from the above stage. The goal of using SVD is to decrease (compress) the length of the feature vector for each image in the feature matrix from \( (406, 1174, 2454, \ldots)\) to the only \((6)\) feature. The size of input feature matrix is \( m \times n\), where \(m\) represents the number of images and \(n\) represents the length of the feature vector for each image. The system focuses on the left matrix \((U)\) of the SVD method to represent the new feature vector (decreased). Fig. 11. explains that the \(U\) matrix is reduced from \( m \times n\) to the size \( m \times r\). The suggested system uses the first six columns of the \(U\) matrix to extract new features representation of images that are used for the matching process next. The output of this stage is a matrix with size \((m \times 6)\).

![Fig. 11. The size reduction of SVD decomposition.](image)

D. Applying the Kd-tree for the U-SVD.

In this stage, the system uses the Nearest neighbour between the first row (feature vector of query image) of feature matrix after decreasing from the above step with other rows (feature vector of reference images in the Database) by using the KD-tree algorithm. The output of this step is the top \((n)\) near reference images that are more alike to a query image by selecting images with less distance for a query image.

Let us look at the time complexity of k-NN. We are in a \(d\)-dimensional space. To make it easier, let us assume we have already processed some number of inputs, and we want to know the time complexity of adding one more data point. When training, k-NN simply memorizes the labels of each data point it sees. This means adding one more data point is \(O(d)\). When testing, we need to calculate the distance between our new data point and all of the data points trained on. If \(n\) is the number of data points (representing each feature vector of images as data point with 6-D) we have trained on, then our time complexity for training is \(O(dn)\). Classifying one test input is also \(O(dn)\).

Goal: Can we make k-NN faster during testing? We can if we use clever data structures which are the KD-tree structure. The general idea of KD-trees is to divide the feature space into parts. We want to discard lots of data points immediately because their partition is further away than our k closest neighbours \([16,17]\).
III. RESULT AND DISCUSSION

To test our performance system, several experiments were performed on the WANG dataset (benchmark) containing still images [18]. To measure the retrieval effectiveness for our proposed technique of CBIR, we use typical parameters such as (precision and recall) [19]. The normal meanings of these two measures are specified by the following equations.

\[
\text{Precision} = \frac{A}{A+B} \\
\text{Recall} = \frac{A}{A+C}
\]

Where:
- The number of related images that are retrieved is given by A character.
- The number of related items is given by B character.
- The number of related items that were not retrieved in the database is given by C character.

A general-purpose WANG database is applied for content-based image retrieval (CBIR) system evaluation for testing holding 1000 core digital images in the format of JPEG with size (384x256 or 256x384). The database is built of 10 categories where each one contains a set of 100 images. In the implemented experiment, 10 images were randomly chosen where one image from each class. In this database, if the two images are from the same category, they considered a match. Particularly, a retrieved image is considered a match if and only if it is in the same class as the inquiry image. Fig. 12 presents a sample of Wang database images.

Fig. 12. Samples of the Wang database images.

A query image is delivered by the user. Then related images from the database are selected and showed. For analysis purpose, a total of 10 assessment images are used to display the performance of the proposed system. These assessment images are shown in Fig. 13.

Fig. 13. The test images (query images).

The query assessment image number 421.jpg of category ‘Dinosaur’ of the Wang database and 20 retrieved images from the database are displayed in Fig. 14. Also, the recovery results are explained in Fig. 15) for query image 666.jpg of the category ‘Flowers’.

Fig. 14. The retrieved images from Wang database for the query image 421.jpg.

Fig. 15. The retrieved images from Wang database for the query image 666.jpg.
To make a comparison on the retrieval performance, both the precision and recall are computed for the different number of retrieved images (N = 10, N = 20, N = 30, N = 40, N = 50, and N = 100) respectively. A large precision and recall value represent amazing performance for retrieval. The statistical results and performance are presented in Table- V and Fig. 16 for precision, and Fig. 17 for recall.

Table- V: The precision of different N retrieved images for each query images.

<table>
<thead>
<tr>
<th>Class Name</th>
<th>Query Image</th>
<th>Precision (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>N = 10</td>
<td>N = 20</td>
</tr>
<tr>
<td>Buses</td>
<td>339</td>
<td>100</td>
</tr>
<tr>
<td>Dinosaurs</td>
<td>421</td>
<td>100</td>
</tr>
<tr>
<td>Flowers</td>
<td>666</td>
<td>100</td>
</tr>
<tr>
<td>Horses</td>
<td>791</td>
<td>80</td>
</tr>
<tr>
<td>Africans</td>
<td>93</td>
<td>90</td>
</tr>
<tr>
<td>Monuments</td>
<td>253</td>
<td>90</td>
</tr>
<tr>
<td>Foods</td>
<td>919</td>
<td>80</td>
</tr>
<tr>
<td>Beaches</td>
<td>117</td>
<td>80</td>
</tr>
<tr>
<td>Elephants</td>
<td>522</td>
<td>50</td>
</tr>
<tr>
<td>Mountains</td>
<td>879</td>
<td>60</td>
</tr>
<tr>
<td>Average precision</td>
<td>83</td>
<td>80</td>
</tr>
</tbody>
</table>

Fig. 16. The precision of different N retrieved images for each query images.

Fig. 17. The recall of N=100 retrieved images for each query images.

IV. CONCLUSION

An effective fusion structure was successfully constructed and demonstrated by combining two types of global image features, the first one is the texture features of the image such as (Local Binary Pattern), while the second one is the shape features of the image such as (Edge Histogram Descriptor).

The objective of this paper is how to construct a system that can be applied for locating the top n similar images for the query image in a suitable time. In this work, there are two reductions in size for image features. The first one is using LBP and EHD for representing images to 405 features regardless of the size of the image. While the second one is decreasing the 405 feature to only 6 features depend on the characteristic of SVD.
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