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Abstract: In the generic sense, Gene Selection methods are implemented upon a huge gene bank to decisively corner and expose certain genes that are indicative of say, diseases with their own set of classifications. The lightening surge about the DNA microarray dataset and its huge influence in the scientific realm has led different fields with the likes of Ecology, Bioinformatics, Computer Science, etc., making giant strides in their respective researches. DNA microarray research field threw open a desirable scope for path-breaking methods to be employed for gene selection, aimed at classifying those informative genes. Gene expression data classification is realized and aspired at the maximum and authenticated, the inevitability of impending disaster to a concerned family could be averted, the life threatening consequences, increasing the probability of cure.

The ideas and research work expressed below is a cohesive approach where a hybrid method linking every filter method (Information Gain / Pearson Correlation Coefficient / Relief-F) with that of wrapper (Genetic Algorithm / Forward Selection Backward Elimination / Practical Swam Optimization), through all permutation and combination, the accuracy of gene data (after being put through Support Vector Machine (SVM) model classifier) is optimized to the maximum and authenticated, yielding the optimum results in accordance with the requirements. Comparison between all filter, wrapper and hybrid methods are done by applying it on three microarray cancerous dataset.

Index Terms: DNA microarray, Gene selection, High dimensionality, Gene expression, SVM,

1. INTRODUCTION

Technology availability, concerning the concept of DNA microarray dataset for expressive gene classification has persuaded the researchers on a discovery spree, driving innovations in methods that help optimize the accurate results of selected genes informative of any disease. Such methods with their in-built gauging mechanisms to measure expression level, could enable a relative method to effect precision on that level to which a classified gene could express the needful about the presence of any form of illness. This would save time and cost of remedies involved in cure. Diseases like cancer, if diagnosed late could lead to life threatening consequences, increasing the probability of the inevitable end. Such advanced methods for informative genes could help in decreasing that time span by which an impending disaster to a concerned family could be averted.
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and mitigate the circumstances which otherwise would have ended undesirably had the process been carried out with conventional and obsolete methods in any medical lab [1]. Microarray dataset concept incorporated in the overall technology to enhance expressive genes classifying performance has made the task much easier which was otherwise seemingly impossible to trace the relevant and informative genes from a huge number through traditional methods. Those selected genes are instrumental in developing cure for several diseases that are once identified [2]. Thus gene selection methods are aimed at optimizing the overall process of disease identification and remedy before it’s too late. Technically these methods specify the desired informative and expressive genes, differentiating them from the unwanted ones, from the entire gamut of dataset of genes, smoothening the difficult task of genes calculation [3, 4]. There are four different types of gene selection methods explained below. They are filter method, wrapper method, embedded method and hybrid method. Filter approach is a simple one that analyses discretely each and every gene to achieve best results. Complexity in case of a filter method is low and some redundancies could be found even in the pool of selected genes, owing to lack of inter-dependency between them. It is a classifier independent method. The genes with best analytical value are selected through this method. Wrapper method is a modified approach that enhances the performance of gene selection through classifier. So complexity of search scope is very high in this case [5]. Embedded method is an approach that uses the advantages of a sample data set preferred to diagnose, then select the most desirable gene with the highest accuracy of conveying information. One of the characteristics is that its computational complexity is really high. These standalone methods defined objectively above are yielding even better results with a much more refined accuracy only when integrated together into a hybrid process. As per the analysis in the last decade, the overall impact of a hybrid method has always been more effective and efficient than any of the above mentioned methods when carried out separately for the same selection purpose. As per this work, the hybrid process is a combination of filter and wrapper method. In this process, filter approach is employed to signify and expound the correlation level between the genes and by what magnitude. It sorts accordingly the selected genes based on how much information they are able to lend, in a sequential order after that array of dataset qualifies beyond a certain threshold value, keeping the classification target in mind [6, 7, 8, 9, and 10].
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Then wrapper method is employed to identify the most discrete gene or a set of genes from the optimal subset of genes selected through filter approach [11]. As far as the technique goes on this paper, three stage gene selection mechanism are compared that are filter, wrapper and hybrid. At first, three predefined filter methods namely Information Gain (IG), Pearson Correlation Coefficient (PCC), Relief-F are used to select and sort a subset of genes from a larger set that express information to a magnitude which is immediately above a certain value that serves as a qualifying mark, when quantified. Then the SVM classifier is used to measure the accuracy independently. Secondly, the wrapper approach, three types namely Genetic Algorithm (GA), Practical Swarm Optimization (PSO) and Forward Selection Backward Elimination (FSBE) are employed to select a subset of genes again having gone through SVM classifier to determine accuracy by default. In the hybrid process, each filter method is combined with all wrapper methods constituting all combinations. All these combinations say IG-GA, IG-PSO, IG-FSBE, PCC-GA, PCC-PSO, PCC-FSBE, Relief-F-GA, Relief-F-PSO and Relief-F-FSBE are used to form an exclusive subset of genes which when put further through SVM classifier yet again, yields the most optimum level of accuracy in conveying information about anything. Lastly, comparison of all the methods that explained before are done and result is discussed later in experiment section.

II. METHODS AND MATERIALS

A. Relief-F

This particular type of algorithm is not restricted to data type [12]. Owing to its efficiency and portability it is a multi-tasking method, it can handle and resolve multi-class problems. Relief algorithm [13] as proposed and propounded by Kira and Rendell in the year 1992, is comparatively a more reliable filter-type gene selection method. The running time of Relief algorithm is directly proportional to the sampling times say m and the number of original genes n. Hence an increase with an increase which decisively boosts the efficiency. Owing to its efficiency and simplicity it is a widely used algorithm for gene selection. However, it has its share of disadvantages in a situation where it fails to serve its own purpose when data goes missing. Also this method is confined to only 2 categories of data. Taking these drawbacks into account, Kononenko enabled necessary changes and modifications in the then existing algorithm and came up with a revised version of Relief algorithm, to be called as Relief-F algorithm in the year 1994. This revised method could handle data classification beyond a mere 2 categories, unlike the previous version. This new algorithm included an added method that had the exclusivity about dealing with data missing scenario. If the attribute trend of data missing is continuous then it would be replaced by mean value of the gene of training set; if the attribute trend of missed data is discrete then it could be replaced with the highest frequency value of the training set. On dealing with multi-class problem, Relief-F makes a random selection of sample R from the training set. Then, it finds out the approximation or the justifiable estimates of K with regards to near hits and misses about the same class and each different class respectively. The weight of each gene gets upgraded and updated. As the action above is repeated m number of times, the desired number of genes with their weights could be attained [14].

B. Information Gain

Information gain is another filter method which could be used for gene selection [19], sometimes could be handled and effective than Pearson’s Correlation Coefficient method. Information with a negative coefficient about entropy, found in a distinct and disparate scattering of say gene X is expressed as:

$$H(X) = - \sum_{i} p(x_i) \log_2 p(x_i)$$  \hspace{1cm} (1)

Where x_i are the distinct gene values, whereas p(x) denotes probability. Continuous genes or probably expressive genes are discretized or an integration technique is employed instead of summation through inclusion of Kernel function, to determine the approximation of the density of gene X, with the following expression:

$$H(Y, X) = - \sum \sum p(y_j, x_i) \log_2 p(y_j | x_i)$$  \hspace{1cm} (2)

From the expression above, p(y, x) is for denoting joint probability. Mutual information is one of the important basis for gene importance, MI is calculated as $$MI(Y, X) = H(Y) + H(X) - H(Y, X)$$ and is equated with the Kullback-Leibler divergence concept. The expression is as mentioned below:

$$MI(Y, X) = - \sum_{i,j} p(y_j | x_i) \log_2 \frac{p(y_j | x_i)}{p(y_j) p(x_i)}$$  \hspace{1cm} (3)

The dimension of significance increments just when the shared data (MI) between the objective and the quality dispersions is bigger. Data Gain is a comparative necessity where $$IG(Y, X) = H(Y) H(Y/X)$$ is the determined distinction between data put away in the circulation of class H(Y), and data after the quality esteem dispersion has been thought about. For example the contingent data H(Y/X).

C. Pearson’s Correlation Coefficient

Correlation based gene selection approach finds the important genes from the high dimensional data fastly and eliminate the unsuitable and needless gene [21]. Finally, limited genes are nominated and it is given to the classifier for guessing the class label.

This method is (named after Karl Pearson) could be used to define and comprehend the strength about the linear relation concerning two data samples. PCC is mathematically or statistically calculated as the covariance of two variables divided by the product of standard deviation of each data sample. Normalizing the covariance between the two variables yields an interpretable score. Correlation process is widely used in data analysis and modelling, helps us gain insight into the relationship between two variables, with one against the other.
A positive correlation ensures variables moving in one direction whereas, a negative correlation renders this movement dynamic inverted, that is, the variables moving in opposite directions. Or if a variable containing value increases, against it, or at its wake, the value of the other variable decreases.

The Correlation Coefficient expression is given below:

\[
\text{Cov}(X, Y) = \frac{\sum (X_i - \bar{X})(Y_i - \bar{Y})}{N-1}
\]

\[N = \text{Sample size}
\]

Dependency for N cases in a dataset could be calculated between the variables X and Y, on utilizing the means of X and Y, denoted as \(\bar{X}\) and \(\bar{Y}\).

\[
\gamma(X, Y) = \sum \frac{\sum_{i=1}^{N} (X_i - \bar{X})(Y_i - \bar{Y})}{\sum_{i=1}^{N} (X_i - \bar{X})^2 \sum_{i=1}^{N} (Y_i - \bar{Y})^2}
\]

If CC between two variables are higher than say 0.6 or 0.7, then one of them could be removed from the datasets, thus getting rid of the miscellaneous as well as the redundant data from the entire set and bringing more exclusivity to the accuracy levels at the subset of expressive genes conveying sensitive information.

D. Genetic Algorithm (GA)

Roused by the procedure of normal choice and the work dependent on heuristic methodology, the possibility of GA as one of the quality determination component was imagined in the year 1975 by John Holland. The natural genetic schematics in the GA, helps it in addressing the optimization issue. The operational prudence of GA has two basic categories with the likes of crossover and mutation. The GA is comprised of two tuning factors. They are (a) \(P_c\) crossover probability and (b) \(P_m\) mutation probability. Once the tuning parameters with its corresponding values are adjusted, the convergence for a solution is further optimized and enhanced. Owing to its tremendous adaptability, GA method is highly regarded as a robust form of gene selection method to finding any optimal solution as per the requirements. It is an evolutionary computation method with well-known search mechanisms [20]. GA is a desirable wrapper approach based gene selection method, as far as sorting out the relevant genes from a high dimensional dataset is concerned. However, some of the existing wrapper approach GA processes have yielded solutions below par owing to an increase in the level of computing burden. Going through GA parameters, the operators of crossovers and mutation are connected via binary parameter values. Through means of binary enabled GA, an idea of virtual letter sets was presented in the year 1991 by Wright [22]. SVM classifier served as a fitness method, caused a significant reduction in terms of genes. It refines and smoothens the computational process required for establishing the subset of expressive and informative genes.

For this research, this method could be utilized in establishing the subset for important genes from expressive genes data required to convey traits about cancer.

The datasets used in this GA method helps itself getting segregated into as many as ten different such smaller sets, where one would be picked for testing against the remaining ones as the training lots, based on which the expressive gene classification could be done.

E. Practical swarm optimization

In the year of 1995 Kennedy and Eberhart [15] explored a method also called as a metaheuristic approach for gene selection named as PSO. This type of algorithm is the state of the art modern gene selection technique developed and evolved with the passage of time and space, citing the obsolete aspects of the existing methods. This algorithm is inspired from the bird foraging behavioral patterns. PSO’s principle objective is to obtain optimum results, possible through a mandate achieved in the collaboration and sharing of knowledge among the individuals in a group. This optimization technique is instantiated through a group of random particles. In a d-dimensional target search space, particle i is spatially indexed in the particle swarm expressed as \(x_i = (x_{i1}, x_{i2}, \ldots, x_{id})\) and flies with a velocity \(v_i = (v_{i1}, v_{i2}, \ldots, v_{id})\) in the search space. The problem of objective optimization could be solved through particle spatial location. The fitness value once calculated is helpful in determining the fitness of the particle. Particle velocity adjusts the particle in its spatial position, then Particle Swarm Optimization succeeds in yielding optimal solution through iteration [16]. Particle i’s index alongside velocity in space j is following:

\[T \text{ is iteration while } w \text{ is coefficient for inertia, and } rand\]

\[
v_{ij}(t + 1) = w.v_{ij}(t) + c_1.v rand().
\]

\[
(p_{ij}(t) - x_{ij}(t)) + c_2.v rand().p_{ij}(t) - x_{ij}(t).
\]

\[
x_{ij}(t)x_{ij}(t + 1) = x_{ij}(t) + v_{ij}(t + 1)
\]

(\() is a function denoting random numbers falling in between 0 and 1, and... is the local optimal index through which particle i pass via search space.

To fulfill the requirements of distinct and recognizable issues, Kennedy and Eberhart [17] came up with a binary-code enabled algorithm called as PSO Algorithm, with velocity of particle assigned index of particle with a 1 probability factor, necessitated to convert function of speed with the likes of 0s and 1s.

The function of fitness is integral to PSO algorithm, determining advantages and disadvantages of gene subset, employing the algorithm required for understanding and learning classification concept [18]. Datasets with high dimension, has in it the utility of the above mentioned classifying algorithm in the form of fitness function, results in time and memory overhead really high. Rate of inconsistency obviously indicates with precision a certain level of consistency pitted against the exact opposite, highlights the benefits and drawbacks of gene subset. Rate of inconsistency’s impact is ordinarily organic, and with minimum level of complication going by computing abilities, as far as the removal of irrelevant and redundant genes are concerned. Thus this research work chose inconsistent rate aspect as a function handy to PSO algorithm.
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\[ \text{fitness} = \frac{N_{in}}{p} \]  

(7)

\( P \) denotes the summation of all samples, and all possible combinations of expressive genes are defined to be a pattern for an instance of a sample. The sum total of inconsistency is denoted by the variable \( N_{in} \) subjected to all patterns in a gene subset, where \( N_{in} \) is total sample as in the pattern minus the sum total of recurring labels.

**F. Forward selection backward elimination**

For all intents and purposes any blend of hunt methodology and displaying calculation can be utilized as a wrapper. Highlight subset age for multivariate channel relies upon the hunt system. While there are many inquiry systems, there are four regular beginning stages for highlight subset age (i) Forward selection, (ii) Backward elimination, (iii) Bidirectional Selection and (iv) Heuristic element subset determination.

Mix of both forward determination and in reverse end is known as bidirectional pursuit. The stepwise forward determination and in reverse end technique can be consolidated so that at each progression, the methodology chooses the best characteristic and expel the most noticeably awful from the rest of the properties.

Forward decision routinely starts with an unfilled rundown of abilities and a short time later considers adding somewhere around one features to the set backward transfer typically starts with the whole features set and thinks about removing no less than one features from the set. Bidirectional request starts from the opposite sides, from an unfilled set and from the whole set at the same time contemplating greater and more diminutive component subset.

**III. EVALUATION AND RESULTS**

**A. Data sets**

The datasets which we have utilized for this examination work are Bone Tumor Data, Lung disease data and dangerous melanoma-skin malignant growth data.

**Bone Tumor Data:** This dataset comprises of microarray gene expression data set profiles of 101 examples which are gathered from bone-disease patients. Each example contains 1296 genes. We have isolated the information in two sections preparing set and test set. Among 101 examples, 61 training set and remaining 40 are the test set. The crude quality information gathered from International Collaboration on Cancer Reporting (ICCR).

**Lung cancer:** This dataset comprises of microarray gene expression data set profiles of 94 samples which are gathered from bone-disease patients. Each example contains 1296 genes. We have separated the information in two sections training set and test set. Among 94 samples, training set contains 57 and the test set contains remaining 37. This dataset has gathered from International Collaboration on Cancer Reporting (ICCR).

**Malignant melanoma:** This dataset comprises of microarray gene expression data set profiles of 79 samples which are gathered from bone-malignancy patients. Each example contains 1296 genes. We have isolated the information in two sections training set and test set. Among 79 training set contains 48 and the test set contains remaining 31 samples.

This dataset has gathered from International Collaboration on Cancer Reporting (ICCR).

<table>
<thead>
<tr>
<th>Data set name</th>
<th>Total samples/attributes</th>
<th>training set</th>
<th>test set</th>
<th>No. of genes in each samples</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lung cancer</td>
<td>94</td>
<td>57</td>
<td>37</td>
<td>1296</td>
</tr>
<tr>
<td>skin cancer</td>
<td>79</td>
<td>48</td>
<td>31</td>
<td>1296</td>
</tr>
<tr>
<td>Bone cancer</td>
<td>101</td>
<td>61</td>
<td>40</td>
<td>1296</td>
</tr>
</tbody>
</table>

**B. Result Discussions**

Experimental results are shown in below tables and graphs. Table 1 shows the average accuracy of diverse classifiers on the lung cancer dataset by proposed filter algorithms. In order to evaluate the accuracy of different methods discussed before, in DNA microarray data processing, it is used in three gene data sets of Bone Tumor Data, Lung cancer Data and malignant melanoma-skin cancer Data. The dataset is briefly described before. The classic classifier used in this paper is SVM. This work compares accuracy of classification of the three datasets by fifteen gene selection algorithms. Form the fifteen gene selection methods there are three filter selection method (information gain, relief-f, Pearson coefficient correlation), three wrapper selection method (GA, PSO, FSBE and nine hybrid methods (IG-GA, IG-PSO,IG-FSBE, PCC-GA, PCC-PSO, PCC-FSBE, Relief-F-GA, Relief-F-PSO and Relief-F-FSBE).

**i. Results with Filter gene selection methods:**

Table 1. Accuracy for Lung cancer dataset

<table>
<thead>
<tr>
<th>Filter Method</th>
<th>Accuracy</th>
<th>Execution Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>Relief-f</td>
<td>94%</td>
<td>3.8323</td>
</tr>
<tr>
<td>Infogain</td>
<td>88%</td>
<td>3.9991</td>
</tr>
<tr>
<td>CFS</td>
<td>72%</td>
<td>0.7659</td>
</tr>
</tbody>
</table>

Table 1 proves that for Lung cancer dataset maximum accuracy 94% is achieved by Relief-F and minimum accuracy is 72% is achieved CFS using SVM classifier. But in the execution time point of view CFS gives accuracy with less amount of time.

Table 2. Accuracy for malignant melanoma dataset

<table>
<thead>
<tr>
<th>Filter Method</th>
<th>Accuracy</th>
<th>Execution Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>Relief-f</td>
<td>83%</td>
<td>0.9785</td>
</tr>
<tr>
<td>Infogain</td>
<td>80%</td>
<td>3.0844</td>
</tr>
<tr>
<td>CFS</td>
<td>61%</td>
<td>0.6815</td>
</tr>
</tbody>
</table>

Table2 gives the result for malignant melanoma-skin cancer Data with SVM classifier. For malignant melanoma-skin cancer data Relief-F gives highest accuracy 83% and CFS gives lowest accuracy 61%.
Again CFS gives result with less execution time. For both Lung cancer data and malignant melamona Relief-F gives highest accuracy and CFS gives lowest accuracy, but while execution time is considered CFS is best because it provides result with less execution time as compared to Relief-F and Info gain.

### Table 3. Accuracy for Bone tumor dataset

<table>
<thead>
<tr>
<th>Wrapper Method</th>
<th>Accuracy</th>
<th>Execution Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>Relief-F</td>
<td>72%</td>
<td>1.1833</td>
</tr>
<tr>
<td>Infogain</td>
<td>85%</td>
<td>2.8330</td>
</tr>
<tr>
<td>CFS</td>
<td>60%</td>
<td>0.7760</td>
</tr>
</tbody>
</table>

According to Table 3 while Relief-F, Infogain and CFS is applied for Bone tumor data there is some changes i.e. here Infogain provides maximum accuracy with SVM classifier and CFS gives minimum accuracy. And execution time for CFS is minimum compare to other. Form Table 1, Table 2, Table 3 we got the result that for each data set, the accuracy and execution time for CFS algorithm is the minimum.

### ii. Results with Wrapper gene selection methods:

For wrapper gene selection method we use GA, PSO and FSBE in this work. Table 4 shows accuracy and time complexity for all three wrapper gene selection method applied on Lung cancer.

### Table 4. Accuracy for Lung Cancer dataset

<table>
<thead>
<tr>
<th>Wrapper</th>
<th>Accuracy</th>
<th>Execution Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>PSO</td>
<td>75%</td>
<td>7.5442</td>
</tr>
<tr>
<td>GA</td>
<td>56%</td>
<td>5.1748</td>
</tr>
<tr>
<td>FSBE</td>
<td>55%</td>
<td>4.2189</td>
</tr>
</tbody>
</table>

For Lung cancer PSO gives maximum accuracy 75% and FSBE gives minimum accuracy 55% with SVM classifier. Table 5 and Table 6 shows the results for wrapper gene selection approach with malignant melanoma skin cancer data set and bone cancer data set respectively.

### Table 5. Accuracy for malignant melanoma dataset

<table>
<thead>
<tr>
<th>Wrapper</th>
<th>Accuracy</th>
<th>Execution Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>PSO</td>
<td>62%</td>
<td>4.1800</td>
</tr>
<tr>
<td>GA</td>
<td>29%</td>
<td>2.8314</td>
</tr>
<tr>
<td>FSBE</td>
<td>31.25%</td>
<td>1.9857</td>
</tr>
</tbody>
</table>

For Malignant melanoma cancer PSO gives maximum accuracy 62% and GA gives minimum accuracy 29% with SVM classifier shows in Table 5.

### Table 6. Accuracy for Bone Cancer dataset

<table>
<thead>
<tr>
<th>Wrapper</th>
<th>Accuracy</th>
<th>Execution Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>PSO</td>
<td>67%</td>
<td>3.9385</td>
</tr>
<tr>
<td>GA</td>
<td>50%</td>
<td>1.4795</td>
</tr>
<tr>
<td>FSBE</td>
<td>49.85%</td>
<td>1.4451</td>
</tr>
</tbody>
</table>

For Bone cancer PSO gives maximum accuracy 67% and FSBE gives minimum accuracy 49.85% with SVM classifier shows in Table 6.

### iii. Results with Hybrid models for gene selection:

Main intention of this work is to compare different types of proposed hybrid models applied on three microarray data sets. Accuracy of all the hybrid models with different data sets are shown in the below tables. Table 7, Table 8 and Table 9 shows the results for PSO, GA and BDS hybridized with different filter methods applied on Lung cancer, Bone cancer and Malignant melanoma skin cancer data set. It shows accuracy and time complexity each hybrid model with all data set described.

### Table 7. Results for 3 data sets with Infogain filter

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Infogain + PSO</th>
<th>Infogain + GA</th>
<th>Infogain + FSBE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lung Cancer</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Accuracy</td>
<td>94.59%</td>
<td>97.30%</td>
<td>93.30%</td>
</tr>
<tr>
<td>Time Complexity</td>
<td>4.8947</td>
<td>3.1744</td>
<td>4.2614</td>
</tr>
<tr>
<td>Skin Cancer</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Accuracy</td>
<td>78.38%</td>
<td>72.97%</td>
<td>87.54%</td>
</tr>
<tr>
<td>Time Complexity</td>
<td>8.0325</td>
<td>5.2062</td>
<td>4.5744</td>
</tr>
<tr>
<td>Bone Cancer</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Accuracy</td>
<td>90%</td>
<td>75%</td>
<td>68%</td>
</tr>
<tr>
<td>Time Complexity</td>
<td>8.0365</td>
<td>4.0552</td>
<td>4.1246</td>
</tr>
</tbody>
</table>

Table 7 shows accuracy and time complexity of Infogain + PSO, Infogain + GA and Infogain + FSBE with three microarray cancerous data set. Infogain with genetic algorithm performs best result with the accuracy of 97.30% for Lung cancer as compared to others. For malignant melanoma skin cancer data set Infogain gives good result with FSBE with 87.54%. But for Bone tumor data set Infogain + PSO performs well with the accuracy of 90%.

### Table 8. Results for 3 data sets with Relief-F

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Relief-F + PSO</th>
<th>Relief-F + GA</th>
<th>Relief-F + FSBE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lung Cancer</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Accuracy</td>
<td>100%</td>
<td>91.89%</td>
<td>99.99%</td>
</tr>
<tr>
<td>Time Complexity</td>
<td>4.8089</td>
<td>1.5720</td>
<td>1.600</td>
</tr>
<tr>
<td>Skin Cancer</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Accuracy</td>
<td>72.97%</td>
<td>81.08%</td>
<td>91.89%</td>
</tr>
<tr>
<td>Time Complexity</td>
<td>5.4053</td>
<td>8.6206</td>
<td>2.1025</td>
</tr>
<tr>
<td>Bone Cancer</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Accuracy</td>
<td>97.50%</td>
<td>85%</td>
<td>75%</td>
</tr>
<tr>
<td>Time Complexity</td>
<td>8.6482</td>
<td>2.0740</td>
<td>3.0910</td>
</tr>
</tbody>
</table>

Results for Relief-F+ PSO, Relief-F + GA and Relief-F + FSBE are shown in the Table 8. Accuracy and time complexity of hybrid methods with different data sets are shown in this table. For Lung cancer data set Relief-F+PSO gives the best result with 100% accuracy, and for Skin cancer data set Relief-F and FSBE gives the best result of 91.89% again for Bone cancer data set Relief-F and PSO gives best result of 97.50%.
In this work, SVM classifier is used to verify the classification accuracy of the all algorithms. Figure 1, Figure 2 and Figure 3 demonstrates the graphical representation for the classification accuracy of the hybridized model of Infogain filter and three wrapper (PSO, GA, FSBE) methods applied on three data sets i.e. Lung cancer, Skin cancer and Bone cancer respectively. Figure 4, Figure 5, Figure 6 respectively shows the classification accuracy of CFS filter hybridized with three wrapper methods applied on the Lung cancer, Skin cancer and Bone cancer data sets. Classification result of the hybrid models which are the combination of Relief-F with three wrapper methods applied on Lung cancer, Skin cancer and Bone cancer are shown in Figure 7, Figure 8 and Figure 9 respectively.
Figure 6: Bone cancer data with CFS Filter Hybridized with three wrapper method.

Figure 7: Lung cancer data with Relief-F Filter Hybridized with three wrapper method.

Figure 8: Skin cancer data with Relief-F Filter Hybridized with three wrapper method.

Figure 9: Bone cancer data with Relief-F filter Hybridized with three wrapper method.

IV. CONCLUSION

We have used three filters and three wrapper methods for gene selection and gene reduction. We have hybridized all filters with all wrappers and after combination we get nine hybrid methods. To classify the selected genes we have used SVM classifier. We have shown accuracy of all methods individually with three different data sets i.e. Lung cancer, Skin cancer and Bone cancer. To measure the accuracy of the newly invented hybrids methods we have used lung cancer, malignant melanoma, and bone cancer data set. For lung cancer and bone cancer data set relief-F + PSO gives best accuracy. But for malignant melanoma relief-F + FSBE gives best result.
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