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Abstract: Congestion is the primary issue related to traffic flow. Avoiding congestion after getting into is not possible. So the only way is to make the informed decision by knowing the traffic situation in advance. This can be achieved with the help of traffic flow prediction. In the proposed work, short term traffic flow prediction is performed using support vector machine in combination with rough set. Traffic data used for analysis is collected from three adjacent intersections of Nagpur city and traffic flow is predicted at downstream junction. The work has attempted to study the effect of aggregation intervals and past samples on the prediction performance using MSE threshold variation. Rough set is used as a post processor to validate the prediction result. Accurate and timely prediction can provide reliability for optimized traffic control and guidance.
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I. INTRODUCTION

With the fast growth in the economic development and increased urbanization, transportation problems are becoming serious issue everywhere in the world. Infrastructure growth is limited because of the size, space constraints and also because of lack of planning, lack of technology and lack of integration of different services that falls under transportation. The only way to solve this critical problem is to design intelligent systems to provide innovative and smarter services to the transport users. One such application is traffic flow prediction on short term basis, which makes the transport users to be better informed and makes the transport network smarter, safer as well as more coordinated. In ITS, traffic flow prediction is one of the basic and essential components which supports traffic monitoring and control systems [1].

Traffic flow prediction is supposed to be the key technology of ITS but at the same time a challenging problem. Short term prediction reflects rapid changes in traffic demand, for example, in flexible traffic control system. It forms an essential component of controlling traffic in real time and management system. It is used for predicting the traffic flow value in the next time interval which usually varies in the range of 5 minutes to about 30 minutes (half an hour).

As traffic flow exhibits nonlinear, time varying and stochastic characteristics, it is found to be very difficult to predict the traffic flow accurately and that too on all time periods of the day. Traffic flow gets affected by many nonlinear and uncertain elements like weather, road conditions, accidents, holidays, time and day of travel etc. Support vector machine is one of the promising approaches in the traffic flow prediction problem. It is categorized into supervised learning method which is used to analyze the data and recognize patterns, used for classification and regression analysis. It can be used to approximate non-linear system with good accuracy. It has good generalization and fast convergence characteristics. Hence it is suitable tool for traffic flow prediction problem. Rough set is defined as a formal approximation of the crisp set by a pair of sets. These two sets define the lower and the upper approximation which are obtained from the original set. In the proposed work, Rough set is used to perform the validation of prediction result thereby used as a post processing tool.

The rest paper is organized into different sections as follows. Section II covers literature review. Section III explains the data collection details. In section IV the description about the structure of SVM and Rough Set used for short term traffic flow prediction is included. Prediction experiment is performed and simulation results are discussed in section V. Conclusions are given in final section.

II. LITERATURE REVIEW

Various authors have proposed different techniques to design the traffic flow prediction model to get acceptable prediction accuracy. Artificial neural network (ANN), Moving average, Autoregressive Integrated Moving Average Method, Bayesian networks, Kalman filter and hybrid approaches were used for traffic flow prediction. H. Chang et al. [2] proposed traffic flow prediction on multiple intervals using a non parametric K-nearest neighbour method. This method requires large amount of historical data to produce satisfactory results. Qiangwei Li et al. [3] proposed short term traffic volume prediction using time dependent model of support vector machine. Time varying characteristics of traffic flow are matched using this model. Shiliang Sun et al. [4] proposed traffic flow forecasting using Bayesian network considering the traffic flows at the adjacent road links to analyze the variation of traffic flow at the current link. Also issue of incomplete data is handled. Wusheng Hu et al. [5] proposed the prediction model applying dynamic rolling prediction along with back propagation algorithm. But every method has some drawbacks.
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Rough set theory is a mathematical tool which deals with vagueness. The concept of rough set is originated assuming the fact that some information is always associated with every object that exists in the universe of discourse. There are various applications where the concept of rough set theory has been applied like finance, banking and investment fields [6,7,8].Bin-sheng Liu et al [9] proposed traffic flow prediction where rough set and genetic algorithm were applied for the selection of the relevant forecasting variable. Zhenguo Zhou and Kun Huang [10] reported rough fuzzy neural network model employed for prediction of traffic flow. Pang Ming-bao and HE Guo-guang [11] suggested chaos recognition model using rough set and neural network where rough set theory was used to obtain reduced feature vector. Xinrong Liang et al. [12] proposed elman neural network based traffic flow prediction where original data is reduced using rough set theory.

After review of literature it was observed that use of support vector machine in prediction is explored but use of rough set along with this tool to improve its prediction performance was not touched upon which defines the direction for current work.

III. DATA COLLECTION

The dataset collection is done by means of video recording. The cameras are installed at 4 corners of 3 adjacent intersections, one each at upstream section of three sides of intersection and one at the downstream section to collect the data from all the three locations at the same time. The data is recorded for 12 hours on working day starting from 8 am to 8 pm.

Data extraction from the videos is carried out by manual counting. Data flow and corresponding time are extracted as the aim is to predict traffic flow.

Nagpur is recorded as a tier-2 city of India. Fig. 2 shows the traffic pattern of the data for 1 day recorded for 12 hours calculated as 12(hours)*60(minutes)=720 minutes. Data pre processing is done to arrange the available data in 1 min time interval. After pre processing, the data obtained is the aggregated data at different time interval of 5 min, 10min and 15 min and processed. Data set can be treated for temporal as well as spatial prediction as it is a multi-point data set with traffic recordings of same time slot.

IV. METHODOLOGY USED

A. Support Vector Machine

Support vector machine is defined to be class of supervised learning algorithm. The theory is based on statistical learning. Both classification and regression problem can be solved with the help of support vector machine. As traffic flow prediction is entirely a nonlinear problem equivalent to function approximation, support vector machine can be used to solve it for regression. The main objective of LS-SVM is to apply the minimization of sum of squared errors to the objective function. In Least-square SVM we have equality constraints.

\[ \min_{\mathbf{w}, \xi} \tau(\mathbf{w}, \xi) = \frac{1}{2} \mathbf{w}^T \mathbf{w} + \frac{1}{2} \sum_{k=1}^{N} \xi_k^2 \]

Subject to:

\[ Y_k[\mathbf{w}^T \varphi(x_k) + b] = 1 - \xi_k , \quad k = 1, \ldots, N \]

Where \( \mathbf{W} = \) normal vector to hyper plane
\( b = \) bias term
\( \varepsilon = \) least square error

There are different types of kernel functions available for use. But the most often and widely used kernel function is Gaussian Radial Basis Function because it has excellent overall performance and very few parameters are required to be set [14]. It is mathematically expressed as

\[ K(x_i, x_j) = \exp(-\frac{|x_i - x_j|^2}{2\sigma^2}) \]

B. Rough Set Theory

The Rough Set theory is defined to be the formal approximation of a crisp set by a pair of sets. The main goal of the rough set analysis is defining the approximation of concept. Hence every rough set is associated with a pair of sets called lower and upper approximation. Rough set theory proposes a new mathematical approach to imperfect knowledge, ie to vagueness (or imprecision). In this approach, boundary region of a set is used to define vagueness. In order to define rough set mathematically, with every object in the universe some information is associated given by IS= (U, A) where U and A are finite and non-empty sets which represents data objects and attributes respectively. For every \( a \in A \), \( a:U \rightarrow V_a \) where \( V_a \) corresponds to value set of \( a \).
Set B which is a subset of A determines a binary relation I (B) on U called indiscernibility relation. The relation is defined as \((x, y) \in I(B)\) subject to the constraint that if \(a(x) = a(y)\) for every a in B.

Now A and B are related by \(X \subseteq U\) and \(B \subseteq A\).

The lower and upper approximations are represented mathematically by the equations as follows:
\[
\begin{align*}
    BX &= \cup_{X \subseteq U} \{ B(X): B(X) \subseteq X \} \\
    \bar{BX} &= \cup_{X \subseteq U} \{ B(X): B(X) \cap X \neq \emptyset \}
\end{align*}
\]

Thus lower approximation includes all the members that surely belong to the target set.

**V. EXPERIMENTS AND SIMULATION RESULTS**

After pre-processing of data is done, the traffic data is aggregated into different time intervals like 5 min, 10 min and 15 minutes. Before further processing time series data is normalized to have same range of values from 0 to 1 using the following formula:
\[
x_{1\text{Normal}} = \frac{x_t - x_{\text{min}}}{x_{\text{max}} - x_{\text{min}}}
\]

Where \(x_{\text{max}}\) and \(x_{\text{min}}\) represent the maximum and minimum value of input sample.

1. RBF kernel function is used for the SVM model.
2. Regularization parameter \(\gamma\) is defined equal to 100.
3. Bandwidth for RBF kernel \(\sigma^2\) is defined to be equal to 2.

These values are finalized after trying different combinations and value which gives good results are selected for simulation.

Fig. 4 shows the probability of occurrence of every vehicle count for defining rough set membership. In order to establish a rough set membership function we make use of the probabilities of the presence of a particular traffic count in the training set. As the training set is a bounded set with 0 on the lower side and a maximum value (say 250) on upper side, we compute the probability of occurrence in training set of all the numbers from 0 to 250. This gives a number which is from 0 and 1. As the counts which are not present in the training set will have zero probability these are considered as non members of the Rough set of the training data set. Values which are present have a non zero probability including the traffic count of 0 (when no vehicles arrive on the road during the aggregation time) and hence qualify to become the member of the rough set.

**Fig. 3. Rough set based model for traffic flow prediction**

**Fig. 4. Probability for Rough set membership**

**Fig. 5. Actual Vs Predicted vehicle count using SVM**

Fig. 5 indicates the traffic flow prediction using SVM. It has been observed that the predicted traffic count matches exactly with the actual count. Simulation is performed for different test data. In this case we see that there are some forecasted values which deviate from the actual value.

**Table-1: Performance measures for different aggregation interval**

<table>
<thead>
<tr>
<th>Method</th>
<th>Aggregation Interval</th>
<th>MSE</th>
<th>RMSE</th>
<th>Error Mean</th>
<th>Error Std. deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>SVM Test (5, 1)</td>
<td>5</td>
<td>3.1E+01</td>
<td>2.69E+00</td>
<td>1.23E+00</td>
<td>9.7E+00</td>
</tr>
<tr>
<td>SVM Test (25, 5)</td>
<td>5</td>
<td>2.88E+02</td>
<td>2.81E+02</td>
<td>6.84E+00</td>
<td>2.79E+01</td>
</tr>
<tr>
<td>SVM Test (50,20)</td>
<td>10</td>
<td>3.68E+03</td>
<td>5.18E+01</td>
<td>6.15E+00</td>
<td>5.33E+01</td>
</tr>
<tr>
<td>SVM Test (75,15)</td>
<td>15</td>
<td>2.51E+03</td>
<td>2.01E+02</td>
<td>2.44E+01</td>
<td>5.68E+01</td>
</tr>
</tbody>
</table>
Table I shows the effect of different aggregation interval on prediction performance where first number indicates history used and second number indicates aggregation interval in minute. With an average of 33 vehicles per minute we have the following %MSE thresholds

```
<table>
<thead>
<tr>
<th>Method used</th>
<th>2</th>
<th>5</th>
<th>8</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>SVM Test (5, 1.5)</td>
<td>OK</td>
<td>OK</td>
<td>OK</td>
<td>OK</td>
</tr>
<tr>
<td>SVM Test (25, 5.5)</td>
<td>OK</td>
<td>OK</td>
<td>OK</td>
<td>OK</td>
</tr>
<tr>
<td>SVM Test (50, 10)</td>
<td>OK</td>
<td>OK</td>
<td>OK</td>
<td>OK</td>
</tr>
<tr>
<td>SVM Test (75, 15)</td>
<td>OK</td>
<td>OK</td>
<td>OK</td>
<td>OK</td>
</tr>
</tbody>
</table>
```

From table II it is observed that lower aggregation interval of 1 minute does not satisfy even 9% MSE threshold as compared to higher intervals of 15, 10 and 5. It performs well for higher % MSE threshold.

```
<table>
<thead>
<tr>
<th>Method Used</th>
<th>History</th>
<th>MSE</th>
<th>RMSE</th>
<th>Error Mean</th>
<th>Error Std. deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>SVM Test (100, 4.5)</td>
<td>7</td>
<td>1.08E-03</td>
<td>3.24E-01</td>
<td>6.23E-00</td>
<td>3.25E+01</td>
</tr>
<tr>
<td>SVM Test (150, 5.5)</td>
<td>3</td>
<td>7.1E-02</td>
<td>2.78E-01</td>
<td>4.31E-00</td>
<td>2.86E+03</td>
</tr>
<tr>
<td>SVM Test (200, 10)</td>
<td>4</td>
<td>5.35E-02</td>
<td>2.31E-01</td>
<td>5.96E-01</td>
<td>2.35E+01</td>
</tr>
<tr>
<td>SVM Test (250, 15)</td>
<td>5</td>
<td>7.83E-02</td>
<td>2.31E-01</td>
<td>6.84E-00</td>
<td>2.79E+01</td>
</tr>
</tbody>
</table>
```

Table IV: MSE thresholds validation for history variation of Traffic Flow Prediction using Combination of Support Vector Machine and Rough Set

VI. CONCLUSION

Short term traffic flow prediction has achieved significant importance in the field of intelligent transportation system. It has been observed that the variation obtained in the predicted and actual value using SVM is negligible for not only the training data but also for test data which is validated by using scatter plot. Rough set validates the prediction result by defining the lower approximation which contains the members that definitely belong to be the part of target set and thus results in considerable improvement in prediction performance. Prediction error is quite less where there are outliers. So use of rough set in traffic flow prediction application appears to be the promising field which needs to be researched further.
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