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Abstract: Blind steganalysis or the universal steganalysis helps to identify hidden information without previous knowledge of the content or the embedding technique. The Support Vector Machine (SVM) and SVM- Particle Swarm Optimization (SVM-PSO) classifiers are adopted for the proposed blind steganalysis. The important features of the JPEG images are extracted using Discrete Cosine Transform (DCT). The kernel functions used for the classifiers in the proposed work are the linear, epanechnikov, multi-quadratic, radial, ANOVA and polynomial. The proposed work uses linear, shuffle, stratified and automatic sampling techniques. The proposed work employs four techniques for image embedding namely, Least Significant Bit (LSB) Matching, LSB replacement, Pixel Value Differencing (PVD) and F5 and applies 25% embedding. The data to the classifier is split as 80:20 for training and testing and 10-fold cross validation is carried out.
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I. INTRODUCTION

In the modern world, personal data of individual are collected for many purposes, which include, banking transaction, government ID, military applications and employer enrolment and recognition. Though many techniques are being proposed and implemented, the security of information is at stake [1]. In steganography, the user cannot recognise the existence of a covert message even though the decoding of messages is not much difficult in steganography [2].

Steganography literally means ‘secret writing’. It adapts some procedures and methods to embed private information into another data so as to deny access for unapproved users from viewing and recognizing the hidden data [3][4]. The textual format used in the research contains text from embedded messages, whereas the audio format encrypts the audio files and graphical formats contains encrypted images and videos [5][6]. The power to identify the existence of steganography is referred as steganalysis, which can be categorized into targeted detectors and universal detectors. The former is intended to estimate objects of certain embedding tasks, and, the latter do not have previous information about a specific steganographic scheme [7]. If the practice of steganalysis is capable of finding the existence of a message with a higher rate of success in comparison with that of random guess, then the related system is said to be broken [8].

In this paper, low embedding of 25% is used with JPEG images. The novel idea behind the research is to consider six different kernels and four type of sampling for feature based steganalysis. The comparative study of classification is done using two separate classifiers – SVM and SVM-PSO.

II. RELATED WORK

The core of Steganalysis lies in the classification between stego and original images. The features extracted for this technique is vital for the classifiers [9]. The most imperative kinds of classifiers applied in steganalysis contain Ordinary Least Squares (OLS) regression, Fisher Linear Discriminant (FLD) type for fine-tuning the classifiers, Quadratic Discriminant Analysis (QDA) type, Support Vector Machines (SVM) to be used with uninterrupted features, Bayesian Belief Networks (BBNs) for features that are distinct or discretized, and Naïve Bayes Classifiers (NBCs) for feature vectors that are assorted [10][15].

Steganography applying Bit-Plane Complexity Segmentation, BPCS, utilizes multifold bit planes and is a kind of digital method, in which there is a high possibility of embedding an enormous degree of data [16]. The embedded data in JPEG images can be modelled with high accuracy with the help of statistical model having an optimum number of discrete cosine transform (DCT) coefficients [17][18]. The other variety of cataloguing that the steganalysis comprises is the spatial domain where the message embedding happens directly into the pixel intensity of the image [19].

An evolutionary algorithm, using fuzzy if-then rules has been employed in the Steganography Pattern Discovery (SPD) for the stego image signature extraction [20]. The features, which are statistical in nature representing the 3D features, are mined from the stego as well as the cover image of 3D objects and are given as input to the classifiers [21].

Amongst the various steganographic methodologies, LSB replacement, Pixel Value Differencing, LSB matching and F5 are employed in this paper. Veena and Arivazhagan [22] presented a LSB centred algorithm with less training samples and low dimensions by combining the global as well as the local features by means of Discretized-All Condensed Nearest Neighbour model.

A learning dependent LSB matching steganalysis is suggested by Xia et al.[23] with SVM classifiers where the
three significant histogram features of the images are used to train the classifier. The difference value concerning two successive pixels of a block adopted to find the amount of bits that can be inserted using Pixel Value Differencing (PVD) scheme, which is a transform domain based method. Wu et al. [24] amalgamated LSB replacement and PVD methodologies to enrich the excellence of stego image. Malathi and Gireeshkumar [25] carried out research to incorporate a large payload with various techniques related to LSB and F5 algorithm. This paper thus included both the spatial (LSB techniques) and transform domains (PVD and F5) for steganalysis.

The success of statistical steganalysis relies on detecting the vital features, which are identical, and the statistical variations during the embedding of data [26]. The algorithms pertaining to steganalysis are designed to distinguish the changes with more precision and accuracy [27]. Choosing the appropriate types of features estimates the precision by curtailing the feature divergence for the different selected images and hence feature analysis becomes an integral part of blind steganalysis [28]. Feature extraction is done, the image was processed with Discrete Cosine Transform (DCT) and its factors are utilized for analysis [29].

AbdelQader & AlTamimi [30] have suggested a DCT approach for feature reduction and have applied these features to SVM linear classifier. The performance of SVM varies with the different type of kernel and the sampling process is not included in the work of the authors. The proposed work emphasizes the performance of SVM with six different kernels and four different samplings have been used in our work. In addition, the PSO algorithm is used with SVM in the proposed work.

Tanwar & Malhotrab [31] have detailed about the advantages and disadvantages of Genetic and Particle Swarm Optimization algorithms for the application of steganography. Our proposed work has provided the results of real experimentations. In addition, the various kernels and samplings have been used to analyze the optimum value and listed the results of experimentation.

Liu, et.al. [32] have carried out the steganalysis by different feature subsets. Each subset is given to a particular classifier model and the results of multi classifiers are fed to fusing SVM. The kernel function for the SVM is linear.

Deeap & Umarani [33] have discussed about the steganalysis by SVM classifiers with WOW stego images. They have considered only the spatial domain algorithms and not the transform domain algorithms. The proposed works have considered both the spatial, transform domain techniques, and has applied SVM and SVM-PSO classifiers. In addition, the SVM’s performance is evaluated with regard to six various kernels.

III. METHODOLOGY

The recent literature emphasizes on the effect of machine learning techniques for the steganalysis applications but still only, a few literature has investigated this method, leaving an avenue to explore the research, based on machine learning. It is found that steganalysis using statistical approach would offer promising outcomes when the methods of machine learning for image classification is applied. The subsequent sections of this paper discuss the methodology and the experimental results for the proposed method.

The JPEG is highly preferred format for this research because of its great compression ratio and better optical quality of image. [34][35]. The transformation from DCT to frequency domain and the stages of quantization are considered lossy whereas DCT encoding with entropy is considered lossless compression [36].

The images are transformed using a Discrete Cosine Transform (DCT) to extract the conforming features of the image. These features are then given as input to the classifier. Support Vector Machine (SVM) and SVM-PSO are used in this research. JPEG with lossy compression is preferred in this research because of the fact that the DCT transforms the features into the low-frequency domain and the non-relevant data are deliberately discarded. The image segmentation is carried out through 8X8 blocks, which is followed by feature extraction. Normalisation is performed to improvise the efficacy of the algorithm.

The outline of steganalysis used is given as block diagram in figure 1.

Figure 1: Steganalysis System Architecture with SVM/SVM-PSO Classifier

3.1 Extraction of Features

The feature vectors are created with minimum dimensions without excluding any vital information pertaining to the image. This is performed by extracting the lower order features such as, first as well as second orders and the extended DCT as well as the Markov features, with final features summing up to 274. The single and dual histograms’ standard deviation is accounted as first-order features.
A better perception of dispersal of coefficient values is obtained by the combination of individual and global histograms. The second order features are frequently inter block reliant features [37]. The statistical measures viz. co-occurrence, blockiness and variance are accounted for the second-order features.

3.2 Cross-validation and Classification

Cross-validation, which is otherwise referred to as rotation estimation, is a method of model authentication for evaluating the process of generalizing a dataset that is independent, from the outcomes of analysis through statistics. It is helpful in estimating the accuracy of predictive model performance [38]. When it is required to construct a machine learning design, the given data is split into training data and validation or test data[39]. The weightage of the partition which is allocated will vary the performance [40]. To have consistency over the system performance, the training and testing are performed many times [41][42].

Classification is the process that is carried over after the feature extraction process. The images are classified related to their features, into different classes [43]. In steganalysis, the class labels may include, the cover image or image in which a message is embedded. That is, the image is either classified as a cover image or stego image [26]. In supervised machine learning, the algorithm is used to learn the mapping function between a given set of input and output variables [44]. The mapping function is approximated in such a way that the output data could be predicted with a new set of input variables [45]. After successful completion of training, an appropriate class label is predicted depending on the applied features. The next section gives a few details about the SVM classifier.
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Figure 2: SVM Based Classification

The Support Vector Machine (SVM) aims to determine a hyperplane of the decision in a space with N-dimensions (N refers to the total number of features). The purpose of this hyperplane is the data point classification with accuracy and distinction. This is accomplished by increasing the margin between the given classes. The adjoining data points, that is, data points lying nearest to the decision surface are known as support vectors. The distance between the surface of decision and the contiguous data point is referred to as margin. Though, many hyperplanes are possibly picked for splitting the classes, the goal of SVM is to identify a surface of decision with the highest margin. If the margin is less, noise will be introduced in the system and it hinders the suitable classification. Figure 2 represents the method of classification by using SVM classifiers. The SVM classifier performs with clarity as regard to the margin of separation, well suited to spaces of high dimensions, memory proficient, can be applied to binary as well as multi classifiers, and many kernels can be opted with these classifiers.

3.4 SVM – PSO

The optimization is carried out with the help of Particle Swarm Optimization (PSO) in SVM-PSO. Depending on the quality measure specified, the solution of the candidate (particle) is enhanced via successive iterations in PSO. Particle Swarm Optimization (PSO) is a calculation technique that is evolutionary based. Every possible solution is assumed as a particle in PSO and the particles are assigned with certain velocity to fly, covering the entire space of the problem. This paper utilizes the technique of PSO along with SVM in the classification.

3.5 Kernels

Kernels are helpful in calculating the feature mappings of large dimensions. The inner product of the transformed space is defined by the Kernel function to diminish the complication of determining the function of mapping. The various kernels used in this research paper include, the radial kernel, polynomial kernel, dot kernel, multi-quadratic kernel, ANOVA kernel and Epanechnikov kernel.

The Radial Basis Function kernel, known to be the radial kernel, has the following kind of representation, 

\[ k(x, y) = \exp\left(-g||x-y||^2\right) \]

where, \(g\) is called gamma and is given by the gamma parameter of the kernel. The polynomial kernel, which is well-matched with normalized training data, is denoted mathematically as,

\[ k(x, y) = (\alpha x \cdot y + 1)^p \]

where the exponent \(p\) is the polynomial degree.

The dot kernel is described as

\[ k(x, y) = x \cdot y \]

The dot kernel is nothing but the product of inner variables \(x\) and \(y\).
The multiquadric kernel is defined by

\[ K(x, y) = \left( \| x - y \|^2 + c^2 \right)^{0.5}, \]

where \( c \) is a constant.

The ANOVA kernel, whose performance is prominent in multidimensional problems, is defined as

\[ k(x, y) = \sum_{k=1}^{n} \exp\left(-\sigma(x^k - y^k)^2\right) \]

Where \( \sigma \) can be derived from gamma, \( g \); and \( d \) is the degree.

The Epanechnikov kernel, which is parabolic, is defined with the following equation,

\[ k(u) = \frac{3}{4} (1 - u^2) \text{for} \ |u| \leq 1 \]

### 3.6 Standard Algorithms

Most of the algorithms applied for Image Steganography utilize an embedding technique called the Least Bit Embedding. The LSB method incorporates a mild change in the least bit that changes the intensity value of pixels. This change is however not visible to the human eye or could not be identified by an individual.

#### 3.6.1 Least Significant Bit (LSB) methods:

LSB practices utilize two types, which are replacement or substitution and the matching. In LSB replacement, the embedded data in its binary form is considered and the LSB in every byte is overwritten inside the image. On the other hand, for odd values of pixels, the value is decreased by 1. This method is found to be effective with gray scale images and referred to as LSB Matching or ±1 embedding.

#### 3.6.2 Pixel Value Differencing (PVD):

It has been exposed that the images can hide more data than in smooth portions. This truth has led to Pixel Value Differencing (PVD) steganography. Initially, the image is segregated into various blocks with 1x2 size. The difference or the variation among two pixels is calculated and this variation is changed with another fresh value by secreting a data inside it.

#### 3.6.3 F5 Algorithm:

The F5 matrix embedding has three parameters viz. \( k \), the number of bits to be embedded, \( n \), the number of coefficients and \( c \) and the number of variations to be performed for a group. At first, the PRNG seed is derived from user password to make a random walk across the cover images’ DCT coefficients. The stream cipher encrypts \( k \) value with the help of PRNG, which is embedded with the message length at the start of stream of messages. The message body is implanted by means of matrix embedding, injecting \( k \) message bits to one clutch that contains \( (2k-1) \) constants by decreasing the total value by “one” in every group \[46\] \[47\] \[48\].

### IV. EXPERIMENTAL RESULTS

#### 4.1 Image Database

For the proposed blind steganalysis, two different image databases namely, the INIRA holidays dataset \[49\] and UCID image dataset \[50\] are considered. The details of the considered image database are provided before presenting the experimental setup. The details of the image dataset considered are elaborated here.

The details relevant to the experiment are listed in Table 1.

**Table 1: Image Dataset details for Experiment**

<table>
<thead>
<tr>
<th>Name of Dataset</th>
<th>INRIA Holidays image dataset (for Training)</th>
<th>UCID image dataset (for Testing/Validating)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total Images Used</td>
<td>2300 standard images with different textures</td>
<td></td>
</tr>
<tr>
<td>Image Format</td>
<td>JPEG</td>
<td></td>
</tr>
<tr>
<td>Image Size</td>
<td>256 X 256 (Compressed)</td>
<td></td>
</tr>
<tr>
<td>No. of Training Images</td>
<td>1500</td>
<td></td>
</tr>
<tr>
<td>No. of Testing/validating images</td>
<td>800</td>
<td></td>
</tr>
</tbody>
</table>

#### 4.2 Feature Extraction

The transformation phase is then followed by the extraction phase. The various statistical measures for first order, second order and special features decide the number of features to be extracted. The details of the extracted features are tabulated in Table 2.
Table 2: Table of Extracted Features

<table>
<thead>
<tr>
<th>Type of Feature</th>
<th>Method</th>
<th>Total Extracted Features</th>
</tr>
</thead>
<tbody>
<tr>
<td>First order</td>
<td>Individual Histogram</td>
<td>55</td>
</tr>
<tr>
<td></td>
<td>Global Histogram</td>
<td>11</td>
</tr>
<tr>
<td></td>
<td>Dual Histogram</td>
<td>99</td>
</tr>
<tr>
<td>Second order</td>
<td>Variance</td>
<td>01</td>
</tr>
<tr>
<td></td>
<td>Blockiness</td>
<td>02</td>
</tr>
<tr>
<td></td>
<td>Co-occurrence</td>
<td>25</td>
</tr>
<tr>
<td>Markovian</td>
<td>-</td>
<td>81</td>
</tr>
<tr>
<td>Total Features</td>
<td></td>
<td>74</td>
</tr>
</tbody>
</table>

4.3 Training and Testing

As pointed out in Table 1, the training dataset takes 1500 imageries from 2300 images and every image will contain 274 features. The classifier (SVM / SVM-PSO) is given a dataset comprising of labels either as stego image or as cover image. This helps in decreasing the count of false negatives as well as false positives that are utilized in the confusion matrix.

4.3.1 Results with SVM Classifier

SVM classifiers are adaptable with various kinds of kernels. Six different kernels have been tested with four different steganalysis techniques. A k-split cross-validation has been implemented for multiple split for training and testing with the value of split as 10 and the embedded percentage is 25% for all the experiments with the considered classifiers. The obtained results of various methods such as, LSB replacement, LSB Matching, F5 and PVD are produced in Tables 3-6.

It is observed from Table 3, that the Dot kernel gives best results with respect to Shuffle, Stratifies and Automatic samplings. The subsequent better results are obtained with Polynomial and ANOVA kernels. It is also noted that the radial kernel is not suited for LSB replacement and ANOVA kernel provides a relatively good result with Linear.

Table 3: LSB Replacement Details with SVM

<table>
<thead>
<tr>
<th>Sampling Kernel</th>
<th>Linear</th>
<th>Shuffle</th>
<th>Stratified</th>
<th>Automatic</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dot</td>
<td>4.57</td>
<td>7.85</td>
<td>58.48</td>
<td>58.48</td>
</tr>
<tr>
<td>Radial</td>
<td>0.29</td>
<td>12.64</td>
<td>15.35</td>
<td>15.35</td>
</tr>
<tr>
<td>Polynomial</td>
<td>9.35</td>
<td>6.89</td>
<td>57.47</td>
<td>57.47</td>
</tr>
<tr>
<td>Multiquadric</td>
<td>9.8</td>
<td>8.24</td>
<td>49.53</td>
<td>49.53</td>
</tr>
<tr>
<td>Epanechnikov</td>
<td>0.46</td>
<td>13.37</td>
<td>14.26</td>
<td>14.26</td>
</tr>
<tr>
<td>ANOVA</td>
<td>49.56</td>
<td>53.67</td>
<td>55.06</td>
<td>55.06</td>
</tr>
</tbody>
</table>

Table 4: LSB Matching Details with SVM

<table>
<thead>
<tr>
<th>Sampling Kernel</th>
<th>Linear</th>
<th>Shuffle</th>
<th>Stratified</th>
<th>Automatic</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dot</td>
<td>4.62</td>
<td>58.89</td>
<td>59.63</td>
<td>59.63</td>
</tr>
<tr>
<td>Radial</td>
<td>2.53</td>
<td>15.57</td>
<td>15.69</td>
<td>15.69</td>
</tr>
<tr>
<td>Polynomial</td>
<td>31.42</td>
<td>56.23</td>
<td>56.82</td>
<td>56.82</td>
</tr>
<tr>
<td>Multiquadric</td>
<td>9.3</td>
<td>47.82</td>
<td>49.33</td>
<td>49.33</td>
</tr>
<tr>
<td>Epanechnikov</td>
<td>2.8</td>
<td>15.49</td>
<td>17.19</td>
<td>17.19</td>
</tr>
<tr>
<td>ANOVA</td>
<td>48.45</td>
<td>51.22</td>
<td>53.49</td>
<td>53.49</td>
</tr>
</tbody>
</table>

The experimental results from Table 4 reveal that the best results of LSB matching is achieved for all samplings except linear sampling, through Dot kernel. The ANOVA kernel yields a good result with linear sampling. As perceived in LSB replacement, the radial kernel is not suited for LSB matching technique also.

Table 5: F5 Details with SVM

<table>
<thead>
<tr>
<th>Sampling Kernel</th>
<th>Linear</th>
<th>Shuffle</th>
<th>Stratified</th>
<th>Automatic</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dot</td>
<td>68.72</td>
<td>73.39</td>
<td>77.62</td>
<td>77.62</td>
</tr>
<tr>
<td>Radial</td>
<td>30.85</td>
<td>54.72</td>
<td>57.59</td>
<td>57.59</td>
</tr>
<tr>
<td>Polynomial</td>
<td>69.18</td>
<td>72.63</td>
<td>73.82</td>
<td>73.82</td>
</tr>
<tr>
<td>Multiquadric</td>
<td>28.72</td>
<td>48.95</td>
<td>49.80</td>
<td>49.80</td>
</tr>
<tr>
<td>Epanechnikov</td>
<td>34.25</td>
<td>57.35</td>
<td>58.46</td>
<td>58.46</td>
</tr>
<tr>
<td>ANOVA</td>
<td>70.25</td>
<td>74.95</td>
<td>78.29</td>
<td>78.29</td>
</tr>
</tbody>
</table>

From Table 5, it is evident that the Dot kernel works well with samplings such as Shuffle, Stratified and Automatic. The ANOVA kernel performs well with respect to linear sampling. Unlike the previous two methods, the Radial kernel gives a nominal result for most of the samplings.

It can be noticed from Table 6 that Dot kernel is again performing well with all samplings except linear sampling. The other best results are observed with Polynomial and multiquadric kernels. No better result is observed with linear sampling and the results of the Radial kernel are not appealing.

Table 6: PVD Details with SVM
It is obvious from Tables 3-6 that the Dot kernel is performing extremely well irrespective of the method of steganalysis except for linear sampling.

4.3.2 Results with SVM Classifier with PSO (SVM-PSO)

Though the SVM classifier is one of the profound model found in steganalysis, there exist some issues related to picking the parameters of SVM, which in turn results in finding the optimal hyperplane. To address this issue of SVM, the particle swarm optimization algorithm is executed to choose the parameters of support vector machine. Tables 7-10 display the numerical results with 10 fold cross-validation and 25% embedding.

Table 7: LSB Replacement Details with SVM-PSO

<table>
<thead>
<tr>
<th>Sampling Kernel</th>
<th>Linear</th>
<th>Shuffle</th>
<th>Stratified</th>
<th>Automatic</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dot</td>
<td>18.45</td>
<td>48.68</td>
<td>49.56</td>
<td>49.56</td>
</tr>
<tr>
<td>Radial</td>
<td>21.88</td>
<td>29.76</td>
<td>29.36</td>
<td>29.36</td>
</tr>
<tr>
<td>Polynomial</td>
<td>29.59</td>
<td>48.68</td>
<td>49.52</td>
<td>49.52</td>
</tr>
<tr>
<td>Multiquadric</td>
<td>69.32</td>
<td>51.01</td>
<td>51.18</td>
<td>51.18</td>
</tr>
<tr>
<td>Epanechnikov</td>
<td>10.09</td>
<td>22.03</td>
<td>21.24</td>
<td>21.24</td>
</tr>
<tr>
<td>Anova</td>
<td>46.73</td>
<td>52.17</td>
<td>54.37</td>
<td>54.37</td>
</tr>
</tbody>
</table>

From Table 5, it is evident that the Dot kernel works well with samplings such as Shuffle, Stratified and Automatic. The ANOVA kernel performs well with respect to linear sampling. Unlike the previous two methods, the Radial kernel gives a nominal result for most of the samplings.

It can be noticed from Table 6 that Dot kernel is again performing well with all samplings except linear sampling. The other best results are observed with Polynomial and multiquadric kernels. No better result is observed with linear sampling and the results of the Radial kernel are not appealing.

Table 6: PVD Details with SVM

<table>
<thead>
<tr>
<th>Sampling Kernel</th>
<th>Linear</th>
<th>Shuffle</th>
<th>Stratified</th>
<th>Automatic</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dot</td>
<td>7.36</td>
<td>56.32</td>
<td>57.83</td>
<td>57.83</td>
</tr>
<tr>
<td>Radial</td>
<td>3.45</td>
<td>22.63</td>
<td>21.92</td>
<td>21.92</td>
</tr>
<tr>
<td>Polynomial</td>
<td>7.21</td>
<td>52.91</td>
<td>53.27</td>
<td>53.27</td>
</tr>
<tr>
<td>Multiquadric</td>
<td>11.82</td>
<td>49.73</td>
<td>49.46</td>
<td>49.46</td>
</tr>
<tr>
<td>Epanechnikov</td>
<td>5.47</td>
<td>28.82</td>
<td>29.62</td>
<td>29.62</td>
</tr>
<tr>
<td>Anova</td>
<td>9.31</td>
<td>12.48</td>
<td>13.32</td>
<td>13.32</td>
</tr>
</tbody>
</table>

It is obvious from Tables 3-6 that the Dot kernel is performing extremely well irrespective of the method of steganalysis except for linear sampling.

4.3.2 Results with SVM Classifier with PSO (SVM-PSO)

Though the SVM classifier is one of the profound model found in steganalysis, there exist some issues related to picking the parameters of SVM, which in turn results in finding the optimal hyperplane. To address this issue of SVM, the particle swarm optimization algorithm is executed to choose the parameters of support vector machine. Tables 7-10 display the numerical results with 10 fold cross-validation and 25% embedding.

Table 7: LSB Replacement Details with SVM-PSO

<table>
<thead>
<tr>
<th>Sampling Kernel</th>
<th>Linear</th>
<th>Shuffle</th>
<th>Stratified</th>
<th>Automatic</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dot</td>
<td>18.45</td>
<td>48.68</td>
<td>49.56</td>
<td>49.56</td>
</tr>
<tr>
<td>Radial</td>
<td>21.88</td>
<td>29.76</td>
<td>29.36</td>
<td>29.36</td>
</tr>
<tr>
<td>Polynomial</td>
<td>29.59</td>
<td>48.68</td>
<td>49.52</td>
<td>49.52</td>
</tr>
<tr>
<td>Multiquadric</td>
<td>69.32</td>
<td>51.01</td>
<td>51.18</td>
<td>51.18</td>
</tr>
<tr>
<td>Epanechnikov</td>
<td>10.09</td>
<td>22.03</td>
<td>21.24</td>
<td>21.24</td>
</tr>
<tr>
<td>Anova</td>
<td>46.73</td>
<td>52.17</td>
<td>54.37</td>
<td>54.37</td>
</tr>
</tbody>
</table>

Through the acquired results, the ANOVA kernel is found to be a good choice with regard to shuffle, stratified and automatic samplings. Altogether, a promising and reasonable performance is offered by multiquadric kernel irrespective of the samplings. All the other kernels performed nominally in comparison to SVM classifier (without PSO).

The shuffle, stratified and automatic samplings give good results in ANOVA kernel as shown in Table 8. The subsequent better results are obtained with Multiquadric kernel for the samplings except linear. The linear sampling gives better result with Multiquadric kernel. In total, it is evidenced that a nominal value is observed for all the samplings with Multiquadric kernel.

Table 8: LSB Matching Details with SVM-PSO

<table>
<thead>
<tr>
<th>Sampling Kernel</th>
<th>Linear</th>
<th>Shuffle</th>
<th>Stratified</th>
<th>Automatic</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dot</td>
<td>26.7</td>
<td>48.49</td>
<td>49.54</td>
<td>49.54</td>
</tr>
<tr>
<td>Radial</td>
<td>26.62</td>
<td>34.36</td>
<td>33.61</td>
<td>33.61</td>
</tr>
<tr>
<td>Polynomial</td>
<td>41.2</td>
<td>49.03</td>
<td>50.42</td>
<td>50.42</td>
</tr>
<tr>
<td>Multiquadric</td>
<td>69.83</td>
<td>50.96</td>
<td>51.51</td>
<td>51.51</td>
</tr>
<tr>
<td>Epanechnikov</td>
<td>14.96</td>
<td>28.81</td>
<td>30.21</td>
<td>30.21</td>
</tr>
<tr>
<td>Anova</td>
<td>47.16</td>
<td>54.74</td>
<td>54.45</td>
<td>54.45</td>
</tr>
</tbody>
</table>

Table 9: F5 Details with SVM-PSO

<table>
<thead>
<tr>
<th>Sampling Kernel</th>
<th>Linear</th>
<th>Shuffle</th>
<th>Stratified</th>
<th>Automatic</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dot</td>
<td>39.9</td>
<td>49.23</td>
<td>49.98</td>
<td>49.98</td>
</tr>
<tr>
<td>Radial</td>
<td>53.12</td>
<td>57.99</td>
<td>58.93</td>
<td>58.93</td>
</tr>
<tr>
<td>Polynomial</td>
<td>20.51</td>
<td>50.3</td>
<td>48.93</td>
<td>48.93</td>
</tr>
<tr>
<td>Multiquadric</td>
<td>69.04</td>
<td>31.38</td>
<td>30.97</td>
<td>30.97</td>
</tr>
<tr>
<td>Epanechnikov</td>
<td>60.88</td>
<td>66.37</td>
<td>67.42</td>
<td>67.42</td>
</tr>
<tr>
<td>Anova</td>
<td>60.93</td>
<td>86.66</td>
<td>87.56</td>
<td>87.56</td>
</tr>
</tbody>
</table>

Better results are derived with ANOVA kernel for all the four samplings considered. The next better results are attained with Epanechnikov kernel except for linear sampling, whereas the
Multiquadric kernel works well with linear sampling next to ANOVA kernel. As it is observed from Table 9, the ANOVA kernel outperforms all other kernels with respect to F5 with all four samplings.

Table 10: PVD Details with SVM-PSO

<table>
<thead>
<tr>
<th>Sampling Kernel</th>
<th>Linear</th>
<th>Shuffle</th>
<th>Stratified</th>
<th>Automatic</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dot</td>
<td>39.05</td>
<td>50.9</td>
<td>50.75</td>
<td>50.75</td>
</tr>
<tr>
<td>Radial</td>
<td>36.51</td>
<td>34.86</td>
<td>34.29</td>
<td>34.29</td>
</tr>
<tr>
<td>Polynomial</td>
<td>37.04</td>
<td>51.45</td>
<td>53.12</td>
<td>53.12</td>
</tr>
<tr>
<td>Multiquadric</td>
<td>69.61</td>
<td>50.72</td>
<td>51.43</td>
<td>51.43</td>
</tr>
<tr>
<td>Epainenshnikov</td>
<td>13.77</td>
<td>28.65</td>
<td>28.65</td>
<td>28.65</td>
</tr>
<tr>
<td>ANOVA</td>
<td>54.33</td>
<td>56.71</td>
<td>56.71</td>
<td>56.71</td>
</tr>
</tbody>
</table>

Table 10 details the values of PVD with regard to 6 different kernels and four different samplings. Like the previous methods with SVM-PSO, the ANOVA kernel is well suited for Shuffle, Stratified and Automatic samplings. The better result for linear sampling is obtained through the Multiquadric kernel. The subsequent better results for all samplings except linear sampling are achieved with Polynomial and Multiquadric kernels respectively. Analyzing the Tables 7-10, the ANOVA kernel is the well-suited environment with SVM-PSO.

V. RESULT AND CONCLUSION

The method of feature extraction and the type of classifier that are employed decide the result of steganalysis. The spatial domain method comprising LSB replacement and LSB matching as well as the transform domain techniques entailing the F5 and PVD methods are considered in this paper. The machine learning algorithm, which is, the core of steganalysis is performed with 1500 training images and 800 validation images. This decision of selecting the number of training and testing images is aided with the help 10 fold cross-validation. The issues in the selection of SVM factors are addressed with the PSO algorithm. The numerical results for both SVM and SVM-PSO classifiers for the four steganographic methods under 6 kernels and for four samplings have been provided. It is seen from the results that the classifiers with PSO provide better results across all the kernels and samplings. Superior performance has been observed with Dot kernel in case of SVM without PSO and with ANOVA in case of SVM-PSO.
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