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Abstract: Cloud computing is a new sort of computing over internet. It has many advantages along with several issues. These issues are related to load management, security of data in cloud. In this paper, the most important concern is to prevent bottleneck in cloud computing. The load can be (CPU load, memory capacity, delay or network-load). Load balancing is the process of distributing the load among various servers so that none of the servers is underloaded. Load-balancing also prevents the situation where some servers are heavily loaded while others are idle. This process of load balancing ensures that load is distributed equally among the servers. In this paper, some algorithms of load balancing is discussed along with its benefits and drawbacks and also tested these algorithms on some performance parameters.
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I. INTRODUCTION

Cloud-computing is an internet based technology, in which sharing of data is done through internet. Cloud computing suppliers have got large data-centers at different different locations over geographical places on the internet [1]. Nowadays this technology is rising at a fast rate and providing high performance, potency and reduces the cost. The cloud computing offers great deal of data, services and storage areas in cloud environment. Load balancing is a very important feature in cloud computing. In load balancing the method distributes the workloads and computing resources in cloud computing environment among their nodes and handles all the requests at a time [2]. This provides higher performance during heavy traffic in ‘cloud’.

A. Cloud-Computing ‘Characteristics’

- **Service on demand** – The cloud offer services and resources to the user on demand
- **Rapid elasticity** – Rapid increase/decrease in resources in cloud.
- **Resource pooling** - Resources are allocated at different locations as per user’s demand.
- **Pay per use** - In keeping with the customer’s utilization of computing resources the charges need to be paid.

B. Services of Cloud Computing

The services of Cloud computing are as follows:

- **‘Software-as-a-Service SAAS’** - SAAS provides services where users can access software and applications over the web. Example- (Google-docs, Google-mail, salesforce.com, face-book) etc.
- **‘Platform-as-a-Service PAAS’** – (PAAS) provides the platform to the users for developing the application. Example – (Google App Engine)
- **’Infrastructure as-a-Service IAAS’** – (IAAS) provides hardware services and virtualization. In IAAS there is no requirement to purchase any package or hardware. Example – (Amazon EC2)

![Cloud Computing Service Model](Image)

Fig.1. Cloud Computing Service Model

Figure 1 shows the cloud computing service model. It consists of ‘three’ types of cloud namely: - (public, private & hybrid cloud). The services are provided to the users in the form of (Infrastructure, Software, Platform)

C. Cloud Deployment Models

- **Public cloud**- The public clouds are managed by third-party (cloud service provider), over the Internet. Example- (Drop box, Gmail, Office-365, Google, Amazon, yahoo, Microsoft).
- **Private cloud**- The private cloud is owned by an individual organization. Example: (Sun cloud, IBM, Window Azure).
- **Hybrid Cloud** - The combination of public and private cloud. Example: - (Google Compute Engine).
II. ‘LOAD-BALANCING’ IN CLOUD_COMPUTING

Load-balancing is the process of load distribution among various servers. This is the technique of identification and utilization of underloaded servers [3]. Load balancing is basically of two types: - When load balancing is done at runtime, it is called dynamic load balancing where as when load balancing is done by gaining the prior information of the system, it is called static load balancing [4] [5].

A. ‘Benefits’ of Load-Balancing

- ‘Scalability’- Scalability is the method of load distribution among servers so as to find the right~host~solution.
- ‘Resources Utilization’ – Equal distribution of load among the servers increases the resource utilization rate in cloud_computing.
- ‘Increased Performance’- The load-balancing methods improves the performance as they are less ‘expensive’ and easy to implement.

B. Cloud Load_Balancing ‘Metrics’

Load balancing metrics are considered in cloud computing for evaluating the general performance of an algorithm to see its effectiveness in various cloud challenges. Below are the qualitative metrics used in evaluating the performance of cloud load balancing algorithm.

- **Response Time:** ‘Response Time’ is the time taken to generate the first response of the request. However, reduction in waiting time helps in enhancing the responsiveness of a virtual machines.
- **Performance:** It is utilized to decide how powerful the framework while executing load balancing.
- **Resource_Utilization:** Evaluating the usage of resources in load balancing to improve the effectiveness of load balancing algorithm.
- **Throughput:** The throughput should be high for better execution of framework.
- **Cost_Overhead:** It is used to calculate the measure of overhead in load balancing procedures.

III. TYPES OF LOAD_BALANCING_ALGORITHMS IN CLOUD

A. ‘Round-Robin’ Algorithm:

The ‘Round-Robin’ algorithm is called static load balancing algorithm. This algorithm works in circular motion. Round-Robin algorithm is that the simple programming algorithms that supports the principle of time slices [6] [7]. In this, the time is divided into multiple time interval and each request has to be completed within that time interval. Every task is given a time quantum and during this given quantum tasks needs to perform its operations.

B. Min-Min Algorithms

In Min-Min algorithms initially smaller tasks are executed, that makes delay for longer tasks [8] [9]. According to the time the smallest task is arranged in the queue. This algorithm works better when the number of tasks are less but the major drawback is starvation.

C. Max-Min Algorithms

In max-min algorithms larger tasks are executed first, that makes delay for smaller tasks [10]. It selects the tasks with maximum value and send it to cloud virtual machine [11].

D. Opportunistic Load Balancing (OLB)

In this algorithm tasks are appointed in random manner and every node is kept busy. In this algorithm the work of current busy node is not taken into account [12]. Here, in this algorithm resources can be used more efficiently in the system [13]. Since the running time and task completion is not taken in OLB therefore, it takes more time for completion.

E. Genetic Algorithm

In GA, there are four steps done to perform the genetic algorithm and these include selection, crossover, mutations and termination [14]. GA selects the virtual machine from random basis. We tend to crossover the processors and VM’s chromosome with one another and establish the fitness function as an output. Offspring are created by exchanges between processors and VM at crossover methodology [15]. Then the result of offspring is allotted to the processors. Using this method, the higher priority processors are obtained with jobs to execute it.

F. The Artificial_Bee_Colony Algorithm

It is an optimization algorithm which is based on the foraging behavior of honey_bee. This algorithm is inspired by the natural food gathering strategy of honey bees [16]. This algorithm contains three basic parts: - (employed_bees, unemployed_bees and food) [17]. There is a leader of employed_bees who finds the food source one by one and shares the information with the other bees.

G. Ant Colony Optimization

This algorithm is inspired by the behavior of ants. The algorithm follows the pheromone based strategy of biological ants [18]. The algorithm can solve various computational problems of finding the good solution.. The ants fundamentally follows self organized learning techniques.

H. Firefly_Algorithm

Fireflies use its flashing pattern to attract other fireflies [19]. This firefly algorithm was developed by Xin-She rule assuming:

a. All fireflies are unisexual, in order to guarantee that every firefly is attracted to all the various other fireflies [20].

b. Since brightness is proportional to attractiveness, therefore the firefly with less brightness is attracted towards the brighter one and as the distance between them increases the intensity of brightness decreases.

c. When no brighter firefly exist than the current firefly, then it will move randomly.

I. Cuckoo_Search_Algorithm

The cuckoo--search--algorithm is based on the brooding behavior of cuckoo bird [21]. The cuckoo bird lay their eggs in the nest of other birds. These eggs with the best quality is carry forward to the next generation and the remaining worst nests are abandoned.

Table I.Analysis of different algorithms of load balancing
The cuckoo search algorithm does not get trapped in local minima.

Cuckoo Search Algorithm

The Artificial bee colony algorithm

1. It has high robustness
2. It has high flexibility
3. It requires few setting parameters.

Ant Colony optimization

1. The benefit of this algorithm is that it finds the underloaded server easily in starting
2. The algorithm works in decentralized manner

Firefly Algorithm

1. The Firefly algorithm can effectively solve complex optimization problems and can combine with other optimization techniques to form hybrid techniques.

Cuckoo Search Algorithm

The cuckoo search algorithm outperforms other algorithms. In dynamic algorithms we can see although response time of firefly algorithm is low as it stuck in local optima, but firefly and cuckoo search algorithm of swarm intelligence outperforms other algorithms.

### IV. PERFORMANCE-EVALUATION

Table II gives the performance evaluation of various load_balancing_algorithms on various parameters. The performance criteria for each algorithm is classified as high, medium and low representing positive and negative impact of the algorithm. In static algorithms we can say that round robin performs better than the other algorithms. In dynamic algorithms we can see that most of the dynamic algorithms have the problem of premature convergence. The benefit of using cuckoo search algorithm is that it does not get trapped in local minima.

<table>
<thead>
<tr>
<th>Type of Algorithm</th>
<th>Name of Algorithms</th>
<th>Pros</th>
<th>Cons</th>
</tr>
</thead>
<tbody>
<tr>
<td>Static Algorithms</td>
<td>Round Robin Algorithm [6]</td>
<td>In this method, every task get at least one chance to run using time slice/quantum.</td>
<td>1. This methodology is extremely slow processes. 2. If the Quantum is very long it will cause poor latent period.</td>
</tr>
<tr>
<td></td>
<td>Min-Min Algorithm [9]</td>
<td>No need for processor to attend for larger tasks.</td>
<td>Starvation (for larger tasks).</td>
</tr>
<tr>
<td></td>
<td>Max-Min Algorithm [10]</td>
<td>No need for processor to attend for smaller tasks.</td>
<td>Starvation (for smaller tasks).</td>
</tr>
<tr>
<td></td>
<td>Opportunistic Load Balancing (OLB) [12]</td>
<td>In this algorithm tasks are appointed in random manner and every node is kept busy.</td>
<td>This algorithm doesn’t give better results to load balancing.</td>
</tr>
<tr>
<td>Dynamic Algorithms</td>
<td>Genetic algorithm [14]</td>
<td>Using this method, the higher priority processors are obtained with jobs to execute it.</td>
<td>1. Another issue in Genetic Algorithm is premature convergence.</td>
</tr>
<tr>
<td></td>
<td>The Artificial bee colony algorithm [16]</td>
<td>1. It has high robustness 2. It has high flexibility 3. It requires few setting parameters.</td>
<td>1. This algorithm finds the solution only in particular–distance as it gives the solution on the smaller path.</td>
</tr>
<tr>
<td></td>
<td>Ant Colony optimization [18]</td>
<td>1. The benefit of this algorithm is that it finds the underloaded server easily in starting 2. The algorithm works in decentralized manner</td>
<td>1. Convergence rate is slow in ACO. 2. Network overhead also increases with increase in number of ants.</td>
</tr>
<tr>
<td></td>
<td>Firefly Algorithm [19]</td>
<td>1. The Firefly algorithm can effectively solve complex optimization problems and can combine with other optimization techniques to form hybrid techniques.</td>
<td>Firefly algorithm has slow convergence speed and it has the possibility of getting trapped in local optimum.</td>
</tr>
<tr>
<td></td>
<td>Cuckoo Search Algorithm [21]</td>
<td>The cuckoo search algorithm does not get trapped in local minima.</td>
<td>Cuckoo Search Algorithm is not yet tested on large scale applications</td>
</tr>
</tbody>
</table>

We can see that most of the dynamic algorithms have the problem of premature convergence. The benefit of using cuckoo search algorithm is that it does not get trapped in local minima.

### Table II: Performance Metrics of different algorithms of load balancing

<table>
<thead>
<tr>
<th>Load Balancing Algorithms</th>
<th>Response Time</th>
<th>Throughput</th>
<th>Resource Utilization</th>
<th>Cost Overhead</th>
<th>Performance</th>
</tr>
</thead>
<tbody>
<tr>
<td>Round-Robin [22]</td>
<td>‘High’</td>
<td>‘High’</td>
<td>‘High’</td>
<td>‘High’</td>
<td>‘High’</td>
</tr>
<tr>
<td>Min-Min [8]</td>
<td>‘High’</td>
<td>‘Medium’</td>
<td>‘High’</td>
<td>‘High’</td>
<td>‘Medium’</td>
</tr>
<tr>
<td>Max-Min [10]</td>
<td>‘High’</td>
<td>‘Medium’</td>
<td>‘High’</td>
<td>‘High’</td>
<td>‘High’</td>
</tr>
<tr>
<td>Opportunistic Load Balancing (OLB) [23]</td>
<td>‘High’</td>
<td>‘High’</td>
<td>‘High’</td>
<td>‘High’</td>
<td>‘Medium’</td>
</tr>
<tr>
<td>The Artificial bee colony algorithm [17]</td>
<td>‘High’</td>
<td>‘High’</td>
<td>‘High’</td>
<td>‘Medium’</td>
<td></td>
</tr>
<tr>
<td>Ant Colony optimization [24]</td>
<td>‘High’</td>
<td>‘Low’</td>
<td>‘High’</td>
<td>‘Low’</td>
<td></td>
</tr>
<tr>
<td>Firefly Algorithm [20]</td>
<td>‘High’</td>
<td>‘High’</td>
<td>‘Low’</td>
<td>‘High’</td>
<td>‘High’</td>
</tr>
<tr>
<td>Cuckoo search Algorithm [21]</td>
<td>‘Low’</td>
<td>‘High’</td>
<td>‘Low’</td>
<td>‘Low’</td>
<td>‘High’</td>
</tr>
</tbody>
</table>
V. RESULTS AND DISCUSSION

The algorithms are run on Matlab software. Each algorithm is run multiple number of times and tested on various number of nodes/servers [25] [26].
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![Fig.3. Analysis of response time of different dynamic algorithms of load balancing](image2)

Figure 2 represents the analysis of throughput of algorithms. Min-Min, Max-Min, OLB and RR algorithms are compared. Each algorithm is run on different no of nodes/servers ranging from 50-450. From figure 2, we can see that Round Robin algorithm has highest throughput than the other algorithms.

Figure 3 represents the analysis of response time taken by different dynamic algorithms. Various algorithms like CS, FA, GA, ABC, ACO algorithms are compared. Each algorithm is run on different no of nodes/servers ranging from 50-450. We can see from figure 3, that cuckoo search algorithm performs better than other algorithms.

VI. CONCLUSION

Cloud computing is a latest buzz in IT industry. It has a vast domain and is widely used, therefore load balancing is an important issue in cloud computing to overcome. Load balancing divides the load among various servers. In this paper, various ‘types’ of load balancing algorithms proposed by researchers is discussed and a research analysis has been done to identify the benefits and drawbacks of these algorithms. The algorithms are compared on different performance parameters of load balancing with other algorithms. Although many techniques are discussed in the paper but still there are challenges in the area of load balancing. In future we will try to create some hybrid load balancing algorithms which will balance the optimized results, execution time and also maintains the trade-off between various performance parameters.
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