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Abstract – Diabetes is one of the threatening diseases to the entire mankind, though it is not fatal. Irrespective of the presence of several existing approaches for diabetes prediction, big data based diabetes prediction is quite rare. The applicability of the proposed work is wider because, medical records from different sources are extracted and the necessary attributes meant for predicting diabetes alone are processed. The goal of this work is attained by different phases such as data collection, pre-processing, attribute selection and prediction. The diabetes prediction is carried out by Extreme Learning Machine (ELM) classifier. The performance of the proposed approach is analysed by varying the classifiers and the existing approaches in terms of disease prediction accuracy, precision, recall and time consumption. From the experimental results, the efficiency of the work is proven.
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I. INTRODUCTION

Due to the technological advancement and the excessive utilization of data, today’s digital world relies on ‘Big Data Processing’. As the term indicates, the big data technology has the capability to manage huge data effectively [1]. The smart world is the reason for the rise in the volume of data, which can be in any digital form such as text, numerals, images, audio or video. While the volume of data grows over every moment of time, data storage and management are the crucial issues needed to be addressed. Data organization is the predominant requirement of any data management scheme. As the volume of data is greater, it is difficult for the analytical system to process the data, unless it is organized. The better the data organization, the better is the data utilization.

Some of the sample data in this context are data shared in social media, business platforms, healthcare data, transactional data and so on. For instance, the social media data are observed in social networks such as facebook, twitter, instagram and so on. The data utilized by business platforms are enormous, as the term business is common. Healthcare data is utilized by medical industry for analysing the historical medical records of the patients and to make decision making. Finally, transactional data involves all the electronic transaction based data which are usually the outcome of online shopping, banking sector and so on.

The data types and the data formats are not consistent and common. The big data technology relies on five different characteristics of data such as volume, velocity, variety, veracity and value [1]. All the terms are described one after the other. The term volume indicates the amount of data

Velocity represents the speed of data production and distribution. Variety denotes the varying data formats of the data and veracity indicates the data uncertainty. Finally, the value stresses on the data being formed out of certain business processes. All these characteristics of data place a crucial challenge in front of big data analysis. Hence, any big data analytical technique must consider these challenges to accomplish the goal.

Understanding these challenges, this work attempts to present a big data analytical system for predicting the presence of diabetes mellitus in users. The motivation of this work is to present a big data analytical system for healthcare industry. The goal of this work is to predict whether or not the user is affected by diabetes mellitus, while facing many challenges as mentioned earlier.

The research goal is attained by segregating the work into three major phases, which are data acquisition, data pre-processing plus attribute selection and prediction. The data acquisition is carried out on a real-time basis and the data pre-processing phase attempts to eliminate unwanted information from the dataset. The attribute selection is the important for minimizing the time consumption of the proposed approach and the prediction is performed by a reliable machine learning algorithm, which is Extreme Learning Machine (ELM). The contributions of this work are as follows.

- This work attempts to propose a disease prediction system for diabetes, as it is very common now-a-days by means of big data analytics.
- The attribute selection is the most significant step, as it minimizes the computational and time complexity of the work.
- The attribute selection phase selects the optimal attributes from the data and passes the data to the machine learning algorithm.
- The performance of the system is tested in terms of sensitivity, specificity, accuracy and time consumption.

The remainder of this article is organised in the following way. Section 2 presents the related review of literature with respect to big data analytics. The proposed diabetes prediction system based on machine learning algorithm is described in section 3. Section 4 validates the performance of the proposed approach by employing standard performance measures and the paper is concluded in section 5.

II. REVIEW OF LITERATURE

This section reviews the existing state-of-the-art literature with respect to diabetes prediction system based on big data analytics.

In [2], a survey is presented by discussing about different feature selection algorithms for predicting diabetes mellitus. This work reviews...
machine learning and data mining techniques in diabetes research with respect to prediction and diagnosis, diabetes complications and healthcare management. This work takes several clinical datasets into consideration and the knowledge about the data is gained by several supervised and unsupervised learning approaches. The diabetes disease is analysed and detected with the help of data mining techniques based on big data in [14]. The data mining techniques are employed over healthcare systems with the help of an automatic tool, which could detect the disease by analysing the severity of the disease and the suitable treatment type is predicted. This work analyses the performances of both supervised and unsupervised techniques. In [15], a diabetic data analysis scheme with prediction is proposed for bigdata. This work utilizes Hadoop and MapReduce environment to predict the presence of diabetes and the type is classified.

Systems and precision medicine approaches to diabetes heterogeneity is explained on the perspectives of big data in [16]. This work claims that multidimensional data analysis proves better functionality for disease prediction system and big data based prediction system is presented. A big data aware diabetes management scheme is proposed in [17]. This work discusses more on the big data requirements, solutions and reviews. Additionally, the existing approaches are analysed with respect to diabetes management. Motivated by these existing works, the proposed work attempts to present a diabetes prediction system that is based on big data. This work is based on machine learning algorithm owing to its applicability and learning ability. The proposed approach is elaborated in the following section.

III. PROPOSED DIABETES PREDICTION SYSTEM WITH BIGDATA

This section discusses the proposed diabetes prediction system in detail along with the overview of the work.

3.1 Overview of the Work

Due to the advancement of technology and the development of medical science, the healthcare domain manages the medical records in digital format rather than physical records. Though the data management is made easier, it is difficult to manage the unpredictably growing data. Besides this, the data growth is directly proportional to the time and the growth of data is inevitable. Now-a-days, the medical data such as patient’s historical health information, medical records, diagnostic reports, medication related records are all maintained by means of big data via Electronic Health Records (EHR). The disease prediction systems meant for big data are quite rare in literature. The overall flow of the work is depicted in figure 1.
As per International Diabetes Federation (IDF), India is one of the participants with more diabetic people. It is reported that about 72 million people are affected by Diabetes in 2017 [18]. Though the diabetes is not fatal, it is not curable and the ill-effects continue till the lifetime of the patient. Hence, it is better to predict rather than to treat the disease. The diabetes mellitus disease can take anyone of the two types, which are type 1, 2 and 3. When a patient is affected by Diabetes of type 1, then the insulin is not secreted by the body such that the patient has to inject insulin. In case of type 2 diabetes, the body develops resistivity against insulin and the insulin is not exploited in usual way. The type 3 diabetes is commonly called as gestational diabetes, which occurs due to the excessive blood glucose levels. Hence, it is highly appreciable when the diabetes is predicted in advance. The prediction can be done by analysing all the medical records associated with the patient. Diabetes is a by-product of several other ailments, which makes it necessary to analyse all the health records of the patient. Considering the adverse effects caused by diabetes, this work intends to predict diabetes based on the machine learning algorithm. Prediction can be achieved by incorporating data mining techniques over the data, which analyses and studies the historical data for predicting the future outcome.

The goal of this work is attained by segregating the complete work into multiple phases and they are data acquisition, pre-processing and disease prediction. The initial phase collects the data from several EHRs and different laboratories. All the so collected data are standardized by the second phase, which is the data pre-processing phase. The third phase is the heart of the work, which predicts the chance of diabetes occurrence in the patient. Finally, the performance of the proposed work is tested in terms of prediction accuracy, precision and recall measures. The proposed approach is elaborated in the following sub-sections.

3.2 Data Acquisition

Data acquisition is the most basic step, which collects the data from multiple sources such as medical laboratories, hospitals and public benchmark datasets. The health records from medical laboratories and hospitals are collected. Additionally, the publicly available PIMA Indian Diabetes database is utilized [20]. The collected data contains several attributes, which are irrelevant to determine diabetes and hence, the relevant attributes alone are needed to be processed. This task is performed by the data pre-processing phase, which is as follows.

3.3 Data Processing and Attribute Selection

The main aim of data pre-processing is to prepare the data to become suitable for the forthcoming processes of disease prediction. The pre-processing phase eliminates the duplicate records being present in the database and makes sure that all the attributes are present in the dataset. As the health records are collected from multiple sources, different attributes are utilized in the dataset. Hence, the required attributes meant for predicting diabetes alone are taken into consideration for preparing the data to be processed. The considered attributes of this work to predict diabetes are count of pregnancy, glucose level, systolic pressure, diastolic pressure, thickness
of skin, insulin, Body Mass Index (BMI), plasma, Diabetes Pedigree Function (DPF), age, class. These attributes are effective in predicting between the diabetics. Hence, the altered dataset contains twelve significant attributes for predicting the diabetes. The utilized attributes along with their meanings are presented in Table 1.

Table 1. Dataset attributes with meaning

<table>
<thead>
<tr>
<th>L.No</th>
<th>Attributes</th>
<th>Meaning</th>
<th>Data Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Count of pregnancy</td>
<td>The total count of pregnancies encountered by the candidate</td>
<td>Numeric</td>
</tr>
<tr>
<td>2</td>
<td>Glucose level</td>
<td>The glucose concentration is measured by means of oral glucose tolerance test</td>
<td>Numeric</td>
</tr>
<tr>
<td>3</td>
<td>Systolic pressure</td>
<td>The systolic blood pressure indicates the pressure shown by blood vessels with respect to the heart beat.</td>
<td>Numeric</td>
</tr>
<tr>
<td>4</td>
<td>Diastolic pressure</td>
<td>The diastolic blood pressure denotes the pressure encountered by the arteries during the pause time between the heart beats.</td>
<td>Numeric</td>
</tr>
<tr>
<td>5</td>
<td>Thickness of skin</td>
<td>The thickness of skin is measured by considering the subcutaneous fat.</td>
<td>Numeric</td>
</tr>
<tr>
<td>6</td>
<td>Insulin</td>
<td>The insulin serum is considered for 2 hours.</td>
<td>Numeric</td>
</tr>
<tr>
<td>7</td>
<td>Body Mass Index (BMI)</td>
<td>The BMI is computed by considering both the height and weight of the patient. The ideal body weight of the patient is measured by this attribute.</td>
<td>Numeric</td>
</tr>
<tr>
<td>8</td>
<td>Diabetes Pedigree Function (DPF)</td>
<td>This attribute considers the diabetes disease history with respect to the blood relations.</td>
<td>Numeric</td>
</tr>
<tr>
<td>9</td>
<td>Age</td>
<td>The age of patient is considered as attribute.</td>
<td>Numeric</td>
</tr>
<tr>
<td>10</td>
<td>Class</td>
<td>Represents the diabetes type (I. II, Gestational or Normal)</td>
<td>Numeric</td>
</tr>
</tbody>
</table>

Let there are \( A \) training samples represented by \((u_j, v_j)\), where \( u_j = [u_{j1}, u_{j2}, ..., u_{jm}]^T \in D^n \) and \( u_j \) represents the \( j^{th} \) training sample with \( n \) dimension. \( v_j = [v_{j1}, v_{j2}, ..., v_{jm}]^T \in D^m \) represents the \( j^{th} \) training label with \( m \) dimension, in which \( m \) is the total number of classes, which is three in this case. A Single hidden Layer Feed-Forward Neural Network (SLFN) is defined with a single activation function \( a(x) \) and \( G \) neurons, is represented as follows.

\[
\sum_{i=1}^{G} y_j a(w_i, u_j + b_i) = r_j; j = 1, 2, ..., n \tag{1}
\]

In equation 1, \( w_i \) represents the weights as vectors \( w_i = [w_{i1}, w_{i2}, ..., w_{im}]^T \), being responsible for mapping the \( i^{th} \) hidden neuron with the input neurons, where \( i = [1, 2, ..., im]^T \). The vector with weights maps the \( i^{th} \) hidden neuron to the output neurons and the bias of the \( i^{th} \) hidden neuron is given by \( b_i \). ELM doesn’t need to have any idea about the data in advance and so the \( w_i \) and \( b_i \) are allotted in a random fashion. The SLFN is represented by

\[
\sum_{i=1}^{G} y_j a(w_i, u_j + b_i) = r_j; j = 1, 2, ..., n \tag{2}
\]

Consider HLM as the ELM’s hidden layer output matrix and the \( i^{th} \) column of HL denotes the \( i^{th} \) hidden neurons output vector by taking the inputs \( u_{j1}, u_{j2}, ..., u_{jm} \).

\[
HL = \begin{bmatrix}
(a(w_1, u_1 + b_1) & ... & a(w_G, u_1 + b_G)) \\
... & ... & ...
\end{bmatrix} \tag{3}
\]

\[
\gamma = \begin{bmatrix}
y_1^T \\
... \\
y_n^T
\end{bmatrix} \tag{4}
\]

\[
V = \begin{bmatrix}
v_1^T \\
... \\
v_n^T
\end{bmatrix} \tag{5}
\]

The matrix form is represented as

\[
HLY = V \tag{6}
\]

The output weights are calculated by means of norm least-square solution, which is represented by the following equation.

\[
\gamma = HL^TV \tag{7}
\]

In the above equation, \( HL^T \) is the \( HL \)’s Moore-Penrose generalized inverse. During the training, the ELM is given the total number of classes \( m \) as input, the activation function \( a(x) \), count of hidden neurons \( G \) and ELM count in ensemble \( E \). To achieve this, the ELM is treated with the training set \( TS = \{(u_j, v_j) | u_j \in D^n, v_j \in D^m; j = 1, 2, ..., N \} \) and the ELM is trained by calculating \( \gamma \) for all \( TS \) by utilizing equation 7. The overall algorithm of this work is presented as follows.

Diabetes Prediction Algorithm

**Input:** Dataset
**Output:** Diabetes Prediction
//Training
**Input – Training samples**
**Output – Knowledge gaining**
**Begin**
**For all training samples**
**Pre-process the data;**
**Train ELM w.r.t diabetes classes;**
**Acquire knowledge;**
**End for:**
**End:**
//Prediction
**Input – Patient’s health record**
**Output – Diabetes Prediction**
**Begin**
**For the patient’s health record**
The performance of the proposed approach is analyzed by varying the classifier and comparison with the existing approaches such as modified CNN [11], J48 decision tree + Naïve bayes [12], data mining [14] in terms of prediction accuracy (AC), precision (P) and recall (R). Additionally, the time consumption of the work is also analyzed. The formulae for computing these performance measures are presented as follows.

All the utilized performance measures are based on True Positive (TP), True Negative (TN), False Positive (FP) and False Negative (FN) rates. The accuracy rate is the most important factor of any disease prediction system. The accuracy rate is computed by considering the TP and TN rates divided by all the attempts made by the prediction system. Precision rate is computed by dividing the TP rates by the summation of TP and FN rates. Hence, greater the FN rates lesser is the precision rates. On the other hand, recall rate is the ratio of TN and the summation of FP and TN rates.

\[
AC = \frac{TP+TN}{TP+TN+FP+FN} \times 100
\]

\[
P = \frac{TP}{TP+FP} \times 100
\]

\[
R = \frac{TP}{TP+FN} \times 100
\]

In the above equation, AC, P and R indicate accuracy, precision and recall rates. TP rates indicate that the diabetes affected patient is correctly predicted as positive similarly, FN rates indicate that a normal candidate is predicted as negative to diabetes. FP rates imply that the normal candidate is wrongly predicted with diabetes and FN rates represent that the diabetic patient is wrongly predicted as normal. Hence, both FP and FN rates are equally sensitive, as it affects the health of the candidate directly. Hence, a disease prediction system must prove minimal FP and FN rates as much as possible for enhancing the reliability of the system.

The performance of the work is tested in two scenarios, which are varying classification technique and comparison with existing approaches. The experimental results of the proposed work are presented as follows.

### 4.1 Performance analysis by varying classifier

The objective of this section is to justify the choice of ELM over other classifiers. The classifiers being considered for comparison are Naïve bayes, SVM and k-Nearest Neighbour (k-NN). The performance of the proposed diabetes prediction is analyzed by varying the classifier and the attained results are as follows.

#### Table 2. Time consumption analysis w.r.t classifier

<table>
<thead>
<tr>
<th>Classifier</th>
<th>Training Time (s)</th>
<th>Prediction Time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>k-NN</td>
<td>2.6</td>
<td>1.4</td>
</tr>
<tr>
<td>NB</td>
<td>2.4</td>
<td>1.1</td>
</tr>
<tr>
<td>SVM</td>
<td>1.9</td>
<td>0.98</td>
</tr>
<tr>
<td>ELM</td>
<td>1.2</td>
<td>0.64</td>
</tr>
</tbody>
</table>

The efficiency of ELM is proven with respect to faster learning capability and quicker disease prediction when compared to other classifiers. The prediction time consumed by ELM is far lesser than the comparative classifiers. Hence, the proposed work employs ELM for disease prediction and the following section compares the performance of the proposed approach against the existing techniques.

### 4.2 Performance comparison with the existing approaches

The performance of the proposed diabetes prediction system is compared with the existing approaches and the experimental results are presented as follows. The following figure presents the performance results of the proposed work.
This article presents a big data processing system diabetes prediction by employing machine learning algorithm. The goal of the work is to reduce the false positive and false negative rates as much as possible, so as to boost up the precision and recall rates. The ELM classifier is utilized for diabetes prediction, owing to its faster learning capability. The performance of the work is analysed by varying the classifiers and tested against existing techniques. The experimental results prove the efficacy of the proposed approach and in future, this work is planned to be extended such that the medical images are processed.

V. CONCLUSIONS

This article presents a big data processing system diabetes prediction by employing machine learning algorithm. The goal of the work is to reduce the false positive and false negative rates as much as possible, so as to boost up the precision and recall rates. The ELM classifier is utilized for diabetes prediction, owing to its faster learning capability. The performance of the work is analysed by varying the classifiers and tested against existing techniques. The experimental results prove the efficacy of the proposed approach and in future, this work is planned to be extended such that the medical images are processed.
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