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Abstract: Computer-aided diagnosis system plays an important role in diagnosis and detection of breast cancer. In computer-aided diagnosis, feature extraction is one of the important steps. In this paper, we have proposed a method based on curvelet transform to classify mammographic images as normal-abnormal, benign and malignant. The feature vector is computed from the approximation coefficients. Directional energy is also calculated for all sub-bands. To select the efficient feature we used t-test and f-test methods. The selected feature is applied to Artificial Neural Network (ANN) classifier for classification. The effectiveness of the proposed method has been tested on MIAS database. The performance measures are computed with respect to normal vs. abnormal and benign vs. malignant for using approximation subband and energy feature of all curvelet coefficients. The highest classification accuracy of 95.34% is achieved for normal vs. abnormal and 80.86% is achieved for benign vs malignant class using energy feature of all curvelet coefficients.
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I. INTRODUCTION

Breast cancer is one of the most prominent cancers worldwide. According to the findings of Globocan project, breast cancer contributes to a staggering 25% of the all cancers worldwide. India also witnesses a significant number of breast cancer cases every year and the data available shows the morbidity rate is almost equal to 50% of all the cases detected [1]. The key to improve survival rate amongst breast cancer patients lies in early detection of this terminal disease. Mammography is regarded as one of the most efficient ways of detecting breast cancer [2]. Mammography images are scan images of breast, these images aide radiologists in deciding whether a patient may be advised to undergo biopsy or not. A computer aided diagnostic system may prove very helpful in classifying a benign tumour from a malignant one. Also a CAD based system has a very low error rate in classifying abnormal types [3,4].

Many researchers have contributing CAD based systems for digital mammogram classification. In [5] authors have described a classification of mammogram on the basis of wavelet decomposition and gray level image structure features. Wei et al. has achieved 96% area under curve by employing multi-resolution texture features for mammogram classification [6]. In [7] a set of wavelet based statistical features have been used, these features are subjected to binary tree classifier to obtain 84.2% accuracy. Daubechies wavelets based classification technique also obtains an accuracy rate of over 87% in mammogram classification [8]. SVM based classifiers were also demonstrated on mammogram features which were extracted using spherical wavelet transform (SWT) and achieved over 90% accuracy in classifying both malignant and benign tumours in a mammogram image [9].

II. PROPOSED METHOD

The proposed mammographic image classification method consists of four prime modules, such as region of interest (ROI) extraction, feature extraction, feature selection, and classification. A multi-resolution and multi-orientation feature extractor, called curvelet transform is employed on mammographic ROI images to extract curve features, where ROI image is decomposed into several sub-images. Once the feature matrix is generated, the feature selection procedure is performed using two-sample t-test and f-test approach to reduce the dimension of the features. In the feature selection algorithm; effective and significant features are selected and are provided to the neural network for the classification of mammograms as normal or abnormal and benign or malignant classes. The detailed block diagram of the proposed method is shown in Fig. 1 and the different steps are explained in the following section.

A. Region of interest (ROI) extraction process

The original mammogram images are of 1024x1012 pixels, which have different types of noises, artifacts in their background, pectoral muscles, etc. All of these are unsuitable for feature extraction and classification. Hence a cropping operation have been applied on mammographic images to extract the abnormal area of the mammogram images and remove the unwanted portions of the images, which is named as the region of interest (ROI). The MIAS database [10] gives all the details by the expert radiologist about each mammogram image, viz., size in pixels, the character of
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Fig. 1. Block diagram of the proposed system.

Fig. 2. ROI extraction process from mammographic digital image.

B. Gray-Level Co-occurrence Matrix (GLCM)

Grey level co-occurrence matrices (GLCM) are introduced in [12, 13]. It explains the occurrence of certain grey levels in relation to other grey levels using statistical sampling. The process is explained in the following paragraph.

Assume that an image to be analyzed is rectangular and has $N_x$ rows and $N_y$ columns. The gray level appearing at each background tissue, class of abnormality, $X_c$ and $Y_c$ coordinate value of the center of abnormality, and $r$ radius of a circle containing the abnormal area. The ROIs extraction process is performed by referring to the center of the abnormal area which is the center of ROI and taking the approximate radius (in pixels) of a circle contain the abnormal area. The same procedure is performed on normal mammogram images with a random selection location to extract normal ROI. Fig. 2 illustrates the ROI extraction process. In this work, all extracted ROI are resized into 128x128 pixels for calculation simplicity and uniformity of the ROIs. Thus in this phase, the rectangular ROIs are extracted and the ROIs are free from the unwanted area, artifacts and noise which is defined by equation (1) [11] and Fig. 3 shows the extracted ROIs, which containing different abnormalities.

$$I_{ROI} = I[X_c - r, (1024 - Y_c) - R, 2 \times r, 2 \times r]$$ (1)

$$p(i, j, d, \theta) = \# \{(k, l), (m, n) \in [L_x \times L_y] \times (L_x \times L_y) |$$

$$\begin{align*}
& (k - m = 0, |l - n| = d) \text{or} (k - m = d, l - n = -d) \\
& \text{or} (k - m = -d, l - n = d) \text{or} (k - m = d, l - n = 0), \\
& \text{or} (k - m = d, l - n = d) \text{or} (k - m = -d, l - n = -d), \\
& I(k, l) = i, \ (m, n) = j
\end{align*}$$ (2)

Where $\#$ is the number of elements in the set, $(k, l)$ the coordinates with gray level $i$, $(m, n)$ the coordinates with gray level $j$.

C. Feature extraction using curvelet coefficient

In this work, texture features are extracted to represent digital mammographic ROI images. The digital mammographic ROIs possess various line and curve singularities, which may contain significant information. We need to explore these geometric properties of the complex structure i.e., line and curve information of ROI images. Using multi-resolution approach, we can analyze the complex structure of an image at various level.
Wavelet transform is one of the most widely accepted multi-resolution approach used by different researchers due to its properties of time frequency localization and multi-resolution. Due to its lower directional and isotropic scaling, it represents well the 1D point singularities but, it overlooks the smoothness of the 2D singularities of complex structure [14]. To overcome the drawbacks of the conventional wavelet transform, a new multi-resolution geometric analysis tool was introduced in [15] named curvelet transform. The curvelet transform is derived from ridgelet transform, which can represent only line singularities, due to that it was not popular with many image and signal processing problems [16]. But, when the ridgelet transform is applied to the sub-image, it represents the curve singularities in more effectively. In this process, the original image decomposes into subbands followed by the spatial partitioning of each subblock, which is known as the first-generation curvelet transform. It gains less popularity due to its indistinct geometry of ridges. To address the limitations of the first generation curvelet, Candes et al. [17] proposed a second-generation curvelet, namely fast discrete curvelet transform (FDCT) using fast fourier transform for computational simplicity. There exists two implementation procedure of FDCT, the first one is based on unequally spaced fast fourier transforms (USFFT), whereas the second one is based on the wrapping function. We chose wrapping based FDCT, because of its simplicity, faster implementation and also it decreases the repetition of information [17, 18].

The discrete curvelet coefficient of a 2D image is computed as a cartesian array \( f[m,n] \), with \( 0 \leq m < M, 0 \leq n < N \), which is defined by the equation (3).

\[
e^D(j,l,k_1,k_2) = \sum_{m=0}^{M-1} \sum_{n=0}^{N-1} f[m,n] \psi^D_{j,l,k_1,k_2}[m,n]
\]  

(3)

Where, \( \psi^D_{j,l,k_1,k_2} \) is the digital curvelet waveform and \( j, l, (k_1,k_2) \) are the output parameters of scale, orientation and locations.

In this work, we applied a wrapping based FDCT method on mammographic ROI images to extract texture features. In this experiment, each 128 x 128 ROI image is decomposed into multiple subband as a curvelet coefficients. Figure 4 shows the output of curvelet coefficients for ROI image at 5 scales. Every scale holds texture information in different directions except the first and last scale. After 5 scale decomposition, \( 82 = (1+16+32+32+1) \) subbands are generated as curvelet coefficients, which are used for feature extraction. Among them, scale 1 represents the approximation component and others are detail components. In the present work, two types of feature vectors have been generated, first one from the approximation coefficients and the second one is directional energy feature which has been calculated using equation (4) from each subband to form another feature vector. Consider \( p(i,j) \) be the \( (i,j) \)th entry in a normalized GLCM. \( G \) is the number of gray levels range from 0 to \( N_{g-1} \).

\[
\text{Energy} = \sum_{i=0}^{N_{g-1}} \sum_{j=0}^{N_{g-1}} (p(i,j))^2
\]  

(4)

The size of the approximation subband is found to be 11 x 11 pixels, thereafter pixels values are converted as row major order to produced feature vector and therefore the length of the feature vector is 121 for approximation subband. The length of the energy features vector is 82 for all subband coefficients. The length of the feature needs to be reduced to find suitable and effective features.

D. Feature selection

Feature selection is very much important to obtain greater accuracy. Too many features many not give greater classification accuracy. Feature optimization is required to get better results. After feature extraction, statistical based two-sample t-test and F-test have been utilized to select more effective features from the feature matrix, which give good results in our classification problem. In this method, the values of \( t \) and \( F \) can be calculated by the equations (5) and (6).

\[
t = \frac{\mu_1 - \mu_2}{\sqrt{\frac{(\sigma_1^2)}{N_1} + \frac{(\sigma_2^2)}{N_2}}}
\]  

(5)

\[
F = \frac{\frac{s_1^2}{s_2^2}}{\mu_1 - \mu_2}
\]  

(6)

Where, \( N_1 \) and \( N_2 \) are the numbers of ROIs in two classes. Here, \( \mu_1 \) and \( \mu_2 \) are mean, \( \sigma_1 \) and \( \sigma_2 \) are standard deviations, and \( s_1 \) and \( s_2 \) are the variances of two classes. A higher \( t \) and \( F \) value indicates more significant differences between the means of the two vectors.

III. EXPERIMENTAL RESULTS AND DISCUSSION

The experiments have been conducted on Matlab and tested on MIAS mammographic database images [10]. To evaluate the effectiveness of the proposed method, we compute various performance metrics such as sensitivity, specificity, accuracy and ROC. These metrics can be derived from a confusion matrix shown in Table I. A confusion matrix is a descriptive term that represents the performance of the classifier in a tabular layout of the actual and the predicted class. Sensitivity, specificity and accuracy can be defined by the equations (7), (8) and (9).

<table>
<thead>
<tr>
<th>Output Class</th>
<th>Confusion Matrix</th>
</tr>
</thead>
<tbody>
<tr>
<td>Positive</td>
<td>True Positive (TP)</td>
</tr>
<tr>
<td>Negative</td>
<td>False Negative (FN)</td>
</tr>
</tbody>
</table>

\[
\text{Sensitivity} = \frac{TP}{TP + FN}
\]  

(7)

\[
\text{Specificity} = \frac{TN}{TN + FP}
\]  

(8)

\[
\text{Accuracy} = \frac{TP + TN}{\text{Total Number of Sample}}
\]  

(9)
Table II: Different number of mammographic images used during classification.

<table>
<thead>
<tr>
<th>Image class</th>
<th>Total no. of images</th>
<th>Training</th>
<th>Testing</th>
<th>Validation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Normal-Abnormal</td>
<td>322</td>
<td>226</td>
<td>48</td>
<td>48</td>
</tr>
<tr>
<td>Benign-Malignant</td>
<td>115</td>
<td>81</td>
<td>17</td>
<td>17</td>
</tr>
</tbody>
</table>

Table III - Performance measures (%) of the classifier for normal and abnormal class using approximation subband feature and T-test at different significance level (α)

<table>
<thead>
<tr>
<th>Significance Level (α)</th>
<th>Feature Selected</th>
<th>Sensitivity</th>
<th>Specificity</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.9</td>
<td>114</td>
<td>92.3</td>
<td>78.3</td>
<td>87.3</td>
</tr>
<tr>
<td>0.7</td>
<td>102</td>
<td>93.8</td>
<td>62.5</td>
<td>83.3</td>
</tr>
<tr>
<td>0.5</td>
<td>88</td>
<td>89.7</td>
<td>66.7</td>
<td>85.4</td>
</tr>
<tr>
<td>0.3</td>
<td>74</td>
<td>96.4</td>
<td>70.0</td>
<td>85.4</td>
</tr>
</tbody>
</table>

Table IV - Performance measures (%) of the classifier for Benign-Malignant class using approximation subband feature and T-test at different significance level (α)

<table>
<thead>
<tr>
<th>Significance Level (α)</th>
<th>Feature Selected</th>
<th>Sensitivity</th>
<th>Specificity</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.9</td>
<td>113</td>
<td>72.7</td>
<td>50.0</td>
<td>64.7</td>
</tr>
<tr>
<td>0.7</td>
<td>91</td>
<td>54.5</td>
<td>83.3</td>
<td>64.7</td>
</tr>
<tr>
<td>0.5</td>
<td>64</td>
<td>77.8</td>
<td>25.0</td>
<td>52.9</td>
</tr>
<tr>
<td>0.3</td>
<td>30</td>
<td>88.9</td>
<td>75.0</td>
<td>82.4</td>
</tr>
</tbody>
</table>

Table V - Performance measures (%) of the classifier for normal and abnormal class using approximation subband feature and F-test at different significance level (α)

<table>
<thead>
<tr>
<th>Significance Level (α)</th>
<th>Feature Selected</th>
<th>Sensitivity</th>
<th>Specificity</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.9</td>
<td>118</td>
<td>88.7</td>
<td>79.1</td>
<td>86.9</td>
</tr>
<tr>
<td>0.7</td>
<td>116</td>
<td>90.0</td>
<td>83.3</td>
<td>87.5</td>
</tr>
<tr>
<td>0.5</td>
<td>113</td>
<td>96.7</td>
<td>66.7</td>
<td>85.4</td>
</tr>
<tr>
<td>0.3</td>
<td>107</td>
<td>89.3</td>
<td>60.0</td>
<td>77.1</td>
</tr>
</tbody>
</table>

Table VI - Performance measures (%) of the classifier for Benign-Malignant class using approximation subband feature and F-test at different significance level (α)

<table>
<thead>
<tr>
<th>Significance Level (α)</th>
<th>Feature Selected</th>
<th>Sensitivity</th>
<th>Specificity</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.9</td>
<td>112</td>
<td>71.9</td>
<td>60.8</td>
<td>67.0</td>
</tr>
<tr>
<td>0.7</td>
<td>91</td>
<td>75.0</td>
<td>33.3</td>
<td>52.9</td>
</tr>
<tr>
<td>0.5</td>
<td>65</td>
<td>66.7</td>
<td>80.0</td>
<td>70.6</td>
</tr>
<tr>
<td>0.3</td>
<td>37</td>
<td>77.8</td>
<td>37.5</td>
<td>58.8</td>
</tr>
</tbody>
</table>
The CAD system is developed and presented here for the classification of mammograms into normal and abnormal breast tissues with the aim to support the radiologists in visual diagnosis. The proposed method utilizes curvelet transform and calculated approximation subband coefficient feature and energy feature form mammograms ROI image. From the experimental results it is observed that, t-test based energy features achieves higher classification accuracy with ANN classifier than that of F-test. The experimental results show that, an accuracy of 95.34% and 80.86% have been obtained for normal-abnormal and benign-malignant respectively in MIAS database.

IV. CONCLUSION

The CAD system is developed and presented here for the classification of mammogram into normal and abnormal breast tissues with the aim to support the radiologists in visual diagnosis. The proposed method utilizes curvelet transform and calculated approximation subband coefficient feature and energy feature form mammograms ROI image. From the experimental results it is observed that, t-test based energy features achieves higher classification accuracy with ANN classifier than that of F-test. The experimental results show that, an accuracy of 95.34% and 80.86% have been obtained for normal-abnormal and benign-malignant respectively in MIAS database.
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