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Abstract: Noise reduction is a fundamental process in the enhancement of image quality. In recent years, large bodies of approaches have been developed to minimize the effect of noise in the image based applications. In this study, the authors proposed a novel image denoising framework based on applying adaptive thresholding on complex wavelet transform methods. In the proposed approach, the adaptive thresholding has high capacity to tune its parameters according to the noise type and noise intensity. Further, focusing over the preservation of edges with minimum complexity, this paper proposed a new patch grouping mechanism based on the Gabor wavelet coefficients. Simulation experiments are employed over the image samples to evaluate the performance of proposed mechanism by quantifying the signal strength, structural preservation and edge preservation with respect to the PSNR, SSIM and FOM. In the experiments, the proposed approach had shown an optimal performance in both the edge preservation and quality enhancement with less computational burden.
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1. INTRODUCTION

Image processing plays an important role in various fields including, medical imaging, artificial intelligence, security surveillance, facial recognition, and robotic vision [1-4]. Mainly processing an image is these fields mainly depend on the quality of image. The overall performance of image processing applications is completely dependent on the quality of test image. For example, in the case of face recognition system, the recognition framework detects the facial image based on the facial images and the recognition accuracy will be more only if the test facial imagery is more qualitative. However, the images are inevitably composed of noise during acquisition and transmission. Due to the uneven environments during the image acquisition, the captured consists of external noises also. Furthermore, due to different lighting conditions, the acquired image consists of blur along with noise. Image denoising aims to reconstruct an image from its noise corrupted version and tends to enhance the degraded image quality for better analysis in different image oriented applications. Hence, image denoising is a fundamental aspect and an important procedure for many image processing systems [5].

Depends on the methodology and domain accomplished image for denoising, the earlier approaches are categorized as spatial domain approaches and transform domain approaches. Spatial domain approaches are further classified as non-linear filters [6] and linear filters [7]. The spatial filters generally accomplish low-pass filtering over the image to remove the noise. However, the spatial filters eliminate the noise to a reasonable extent but at the cost of blurring the image such that the edges and textures become invisible. The transform domain filters initially transforms the image and then different methodologies are accomplished over the transformed coefficients to remove the noise. Based on the methodology, the transform domain approaches are further classified as wavelet domain approaches and other spatial frequency approaches [15].

In the wavelet based methods, initially the image is decomposed into sub bands through wavelet filters and then some thresholding is applied to remove the noise content from wavelet coefficients. Based on this, the wavelet domain approaches are further classified as Linear Filtering [8,9], Non-linear threshold filtering [10], wavelet coefficient model [13, 14] and non-orthogonal wavelet transform [11, 12]. Linear filtering methods accomplished wiener filter to remove the noise through mean square error (MSE). In the case of non-linear thresholding, a threshold is defined considering the overall characteristics of all coefficients and then the noise is removed by comparing every coefficient with predefined threshold. Examples of such thresholding are SUREShrink [16], MultiShrink [17], BayesShrink [18], BiShrink [19], ProbSHrink [20], and VisuShrink [21]. However, all these threshold schemes will cut off parts of the signals and leaves some noise untouched.

Though a vast research was accomplished over image denoising, still there is a room to improve the quality of image by denoising it properly. Among all those approaches, some are focused on the quality and some are focused on the complexity. The complexity arises due to the consideration of all pixels instead of their characteristic. However, no method is proposed in earlier considering providing a tradeoff between the complexity and quality. If quality was focused, the complexity needs to compromise and vice versa. Hence to overcome this problem, this paper proposes a new image denoising framework in the transform domain through Dual tree complex wavelet Transform (DT-CWT). Further, the preservation edge pixels are also important in the denoising process, this paper also proposed a novel grouping mechanism to cluster the pixels with similar properties into a single group. Further an adaptive threshold is derived in this paper. Extensive simulation is carried out over different gray scale images at different noise levels and at different noise types and the performance
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is measured with the performance metrics such as PSNR and SSIM for varying noise levels.

Reminder of the paper is organized as follows; Section II illustrates the details of literature survey, section III describes the complete details of proposed approach. Simulation results are discussed in section IV and finally conclusions are provided in section V.

II. LITERATURE SURVEY

In earlier, so many approaches are developed to filter out noise from image. As per above discussion, the transform domain approaches are better compared to the spatial domain approaches. Moreover, the wavelet based methods are effective in the transform domain approaches. Here the literature is carried out only on the earlier developed image denoising approaches based on wavelet transform.

An optimal wavelet packet thresholding based image denoising framework was proposed by A. Fathi and A. R. Naghsh-Nilchi [22] based on the Generalized Gaussian Distribution (GTD). Using Shannon entropy, this approach decomposes noise image into best tree and selects an adaptive threshold value depending on the statistical parameters of subband. Next, the transformed coefficients obtained through multi-level wavelet decomposition are processed through the singular value decomposition (SVD) and a patch based weighted SVD filtering technique is proposed by P. Jain and V. Tyagi [23] to preserve the important features while filtering out the noise from a noisy image. Further, a new method was proposed by Wang et al., [24] by combining the wavelet transform with SVD, with enhancement of the directional filters. First, the noisy image was decomposed into low frequency and high frequency sub bands through wavelet transform, with the extracted edges and retained to avoid the loss of information at edges. In order to improve the denoising effect of the conventional approaches, a new thresholding function is proposed by He et al., [25] by considering the interscale correlation. Firstly a new correlation index [27] is proposed based on the propagation characteristics of wavelet coefficients and then a threshold determining mechanism is discovered based on the correlation index. In [26], a novel Bayesian multiscale approach is proposed to remove the speckle noise from Synthetic Aperture Radar (SAR) images through a non-homomorphic framework. Since the speckle noise is multiplicative in nature, a linear decomposition was used to realize this. Further, to capture the noise free reflectivity in the heavy-tailed stationary wavelet coefficients, a two-sided GTD is introduced in the SWT domain.

A homomorphic method was proposed by Singh and Shree [28-30] using noise thresholding method where anisotropic diffusion is applied as a pre-processing for 2D-DWT. Wiener and median filters are used over the approximation band of image to remove the blurring. Further the noise thresholding method is applied as the post-processing step in the despeckling process. Though this method achieved better results in the elimination of speckle noise and edge preservation, but still there is a scope to improve by the useful input of noise method. Manoj Diwakar and kumar proposed a new noise filtering method based on wiener filtering and wavelet packet thresholding algorithm [31]. This approach eliminates the noise more effectively and also removes the blur but some high contrast and high textured areas are unprocessed.

Manoj Diwakar [32] proposed a two-step image denoising scheme to remove the noise in CT images. First, this method accomplished wavelet thresholding followed by a noise thresholding mechanism. In the second step, this work focused on the aggregation in the wavelet domain. Sethunadh R and Thomas T [33] developed a new and adaptive SAR image despeckling framework based on the directionalet transform and also the property of statistical interscale dependency. This approach achieved better results in the preservation of textures regions in SAR images. Considering the advantages of DT-CWT, Ranjani et.al. [34] presented a SAR image despeckling based on the interscale dependency. This method accomplished maximum a posterior in the proposed framework and achieved a better results in the removal of speckle noise from satellite images. Bin Xu et.al. [35] presented an image denoising method to filter out the speckle noise based on patch order and transform domain filtering. Bias corrected Log Transform is implemented on SAR image to realize the multiplicative nature of speckle noise.

All the above methods are focused on the quality preservation only. But, most of the approaches not focused over the complexity. The complexity is an important factor which needs to be considered during image denoising. However, almost all the above mentioned approaches tried to consider every coefficient in the denoising process. This process constitutes a computational burden over the denoising system. Hence some methods tried to overcome this issue by developing a grouping technique through which the coefficients/pixels with similar properties into a single group [39-43]. A most advantageous approach focused towards this achievement is proposed by Dabov et.al. [36], Block-Matching and 3-D (BM3D) filtering and Maggioni et.al., [37], BM4D filtering. Recently, B. C. Rao [38] proposed a new patch grouping mechanism with an aim of preservation of edges features during the denoised process with less complexity. This approach proposed a new thresholding mechanism along with patch grouping based on the spectral features of wavelet coefficients.

III. PROPOSED APPROACH

The complete accomplishment of proposed approach is done in five phases namely, Decomposition through DT-CWT, Patch Grouping based on the Gabor filter oriented edges, Thresholding, fusion and inverse DT-CWT. In the first phase, the noisy image is decomposed through DT-CWT into approximation and detailed sub bands. Further to preserve the edge information, this paper accomplished Gabor filter oriented edge features evaluation in the high frequency bands. Next, based on the Gabor Edges features, the overall sub bands are clustered into some groups based in the similarity in the properties. Once the patches are grouped into patches, they are processed for thresholding. Here the thresholding is accomplished in two phase, one is through Bayesian Shrinkage rule and another is through...
adaptive thresholding based on the energies of wavelet coefficients. Next, a fusion mechanism is accomplished over the denoised patches based on the correlation and finally the denoised patches are processed for reconstruction through inverse DT-CWT. The overall block diagram of proposed denoising approach is depicted in figure 1.
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### A. Entropy Evaluation

In the image denoising methods, most of the wavelet based denoising approaches didn’t given a perfect idea about the decomposition levels. In the process of noise removal, initially the noisy image is decomposed through wavelet transform into some sub bands. However, there is no detailed information about the decomposition levels, i.e., up to how many levels, the noisy image has to decompose? No method is developed in earlier based on the level of decomposition. Since the level of decomposition is also an important aspect in the image analysis, it is also need to be considered. As the number of levels increases, the number of bands also increases by which the denoising system has to bear an extra computational burden. On the other hand, if the number of bands is very less, the image can’t be analyzed more effectively due to the limited information reveal about the characteristics of image. Hence, there is a need to define the number of levels. Moreover, the process of finding the sufficient decomposition level must be robust for all types of image and also for all types of noise. To this extent, a novel mechanism is proposed in this paper to define the decomposition level.

This mechanism is based on the texture measurement using entropy parameter for better results [29]. Here the entropy parameter is accomplished to measure the uncertainty in the texture of the wavelet coefficients at every decomposition. Once the image was decomposed into low frequency and high frequency sub bands through wavelet transform, the entropy is measured for both image and the obtained bands. For example, if be an image and LLI, LHI, HL1 and HH1 are the obtained sub bands obtained after the nth level decomposition of I, then the entropies of both image and sub bands are denoted as $E_I$, $E_{LL}$, $E_{LH}$, $E_{HL}$, and $E_{HH}$. If the average entropy of sub bands such as $E_{LL}$, $E_{LH}$, $E_{HL}$, and $E_{HH}$ are observed to be greater than the entropy of image, $E_I$, then the decomposition process will stop and the level $n$ is declared as an optimal decomposition level. In the case of $E_I$ greater than the average of $E_{LL}$, $E_{LH}$, $E_{HL}$, and $E_{HH}$, then the decomposition will proceed to further level.

The entropy is formulated as,

$$E = -\sum p_i \log_2 p_i \quad (1)$$

### B. Gabor Filter Oriented Edges

The two dimensional (2D) Gabor Filter decomposes an image into components of different orientations and scales [44]. This filter helps in the capturing of the visual characteristics of image such as orientation selectivity, spatial localization, and spatial frequency. The 2D Gabor filter is a complex exponential cantered at a given frequency and modulated by Gaussian Envelope. Due to the presence of complex exponential, the obtained results consist of both real and imaginary parts. To determine the orientation features of an image, the Gabor filter can be accomplished. The general form of real part is formulated as:

$$G(x, y, \sigma_x, \sigma_y, f, \theta) = \exp \left[ -\frac{1}{2} \left( \frac{x^2}{\sigma_x^2} + \frac{y^2}{\sigma_y^2} \right) \right] \quad (2)$$

Where

$$x' = x \cos(\theta) + y \sin(\theta) \quad (3)$$
$$y' = x \sin(\theta) - y \cos(\theta) \quad (4)$$

And

$\sigma_x$ and $\sigma_y$ are the standard deviations of Gaussian Envelope along the x-axis and y-axis respectively. The parameters, $\theta$ and $f$ are the rotation angle and central frequency of Gabor filters respectively. To obtain a Gabor filtered output, $G(x, y)$ of an image $I(x, y)$, it needs to be convolved with Gabor filter as specified in eq.(2), like

$$GF(x, y) = G(x, y, \sigma_x, \sigma_y, f, \theta) * I(x, y) \quad (5)$$

Next, the Gabor filtered output is processed for further accomplishment. In this paper, the Gabor filter is used as directional filter to find out the possible orientation in which the image features re dominating and to find the difference between the image pixels those are noisy and noise free. To perfectly discriminate the difference between the edge pixels and smooth pixels, the Gabor filter is a better option. Since the accomplishment of a Gabor filter over an image of a sub band resolves the confusion about the edge pixels and noisy pixels through the Orientational analysis, it is very helpful in this aspect. A simple representation of the Gabor filter outputs at different rotation angles is represented in figure 1.
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The Gabor filter can be realized as directional filter through which the edge pixels dominant orientation can be extracted such that the pixels with edges ad pixels with noise are discriminated more perfectly. After obtaining the Gabor filter outputs, the Gradients are measured to find out the Gradient similarity in all orientations. Based on the Gradient similarity, the complete pixels of image are grouped into some clusters. The gradient similarity is evaluated according to the methodology specified in [45]. In [45], the gradient similarity is found between the successive pixels to find the similarity of pixels and used the obtained similarity in the patch grouping. Furthermore, the method described in the [45] accomplished K-means clustering algorithm to cluster the coefficients with similar properties into a same cluster. The same methodology is accomplished in this paper to perform patch grouping and once all the coefficients are grouped into the patches, an adaptive thresholding is applied over the patches to filter out the noise.

C. Thresholding

Once the patches are obtained, this approach accomplishes an adaptive thresholding over the patches. In this paper, two different threshold mechanisms are proposed to perform thresholding. Further the obtained outputs at both mechanisms are fused through fusion rule. The first thresholding method considered here is wavelet thresholding using Bayesian Shrinkage rule and another is an adaptive thresholding proposed in [45]. The details of adaptive wavelet thresholding concept is completely described in the reference [45] and for simple idea the wavelet thresholding using Bayesian shrinkage rule is formulated as follows [26];

According to this rule, the threshold \( \lambda \) is defined as

\[
\lambda = \frac{\sigma_n^2}{\sigma_y} \quad (6)
\]

Where \( \sigma_n^2 \) is the noise variance and it is measured as

\[
\sigma_n^2 = \frac{\text{Median}(|X(x, y)|)}{0.6745} \quad (7)
\]

Where \( X(x, y) \in LH, HL, HH \). The standard reference Bayesian shrinkage method is applied only over the HH band but this paper applied over all the detailed bands. Further the \( \sigma_y \) is standard deviation of image \( Y \) and it is measured as

\[
\sigma_y = \max(\sigma_n^2, 0) \quad (8)
\]

Where

\[
\sigma_n^2 = \frac{1}{R} \sum_{k} R^2 C_i^2 \quad (9)
\]

And \( R \) is the patch size.

Further the thresholding can be applied both as soft thresholding and hard thresholding and this approach used soft thresholding only and it is represented as

\[
\hat{Y} = \begin{cases} 
\text{sgn}(X) |X| \cdot \frac{1}{\lambda} |X|^\lambda & \text{if } |X| \geq \lambda \\
0 & \text{if } |X| < \lambda 
\end{cases} \quad (10)
\]

Where \( \lambda \) is the threshold value, \( X \) is the wavelet coefficients and the \( Y \) is the output value using wavelet threshold shrinkage function.

D. Fusion

The obtained denoised wavelet coefficients through two different thresholding approaches are now processed for fusion according to the correlation existing between them. Here the correlation coefficient is accomplished as a threshold to determine which wavelet coefficient was more effectively denoised [29]. Non-overlapping block correlation is measured for denoised wavelet coefficients with a patch size of 3*3. The average of all the correlation coefficients is measured further to decide the threshold value and it is denoted as \( T \). The mathematical formula for the correlation coefficient is written as

\[
CC = \frac{\sum_{i=0}^{H} \sum_{j=0}^{W} (\hat{A}(i, j) - \bar{A})(B(i, j) - \bar{B})}{\sqrt{(\sum_{i=0}^{H} (\hat{A}(i, j) - \bar{A})^2)(\sum_{i=0}^{H} (B(i, j) - \bar{B})^2)}} \quad (11)
\]

Where

\[
\bar{A} = \text{mean}(A) \quad (12)
\]

\[
\bar{B} = \text{mean}(B) \quad (13)
\]

And the terms \( M \) and \( N \) in eq.(11) denotes the Row size and Colom sizes respectively. Here the terms \( \bar{A} \) and \( \bar{B} \) represents the denoised patches of wavelet sub bands through two different thresholding mechanisms. The value of \( CC \) lies in the range of \([-1, 1]\), where 1 specifies the strong positive correlation and -1 specifies strong negative correlation and ‘0’ specifies no correlation. Depends on the correlation coefficient value, the two denoised patches of all wavelet sub bands are fused into one patch. Here the individual patches obtained through two different threshold mechanisms are represented as \( A_{M1}^k \) and \( B_{M1}^k \), where \( M1 \) represents the Method 1 and \( M2 \) represents Method 2, \( k \) represents the band and its \( k \in LH, HL, HH \). The correlation coefficient is evaluated between every two patches and based on the obtained CC values, the fusion is accomplished according to the following formula.

\[
F_{non}^k = \begin{cases} 
\text{maximum}(A_{M1}^k, B_{M1}^k), \text{if } CC \leq T \\
\text{Average}(A_{M1}^k, B_{M1}^k), \text{if } CC > T 
\end{cases} \quad (14)
\]

Finally the obtained denoised patches are aggregated and over the aggregated patches, inverse DT-CWT was accomplished to reconstruct the denoised image.

IV. SIMULATION RESULTS

To simulate the developed denoising framework, various test images are used. The simulation is accomplished using the MATLAB software. Simulation is carried out under various types of noises with various noise levels and at every simulation; the performance evaluation is carried out both qualitatively and quantitatively. The qualitative evaluation is accomplished through visual observation and the quantitative evaluation is accomplished through the performance metrics namely, Peak Signal to Noise Ratio (PSNR), Structural Similarity Index Measure (SSIM), and Pratt’s figure of merit (FOM) [46]. The test images considered for simulation are shown in figure.3.
The obtained denoised image results after the accomplishment of proposed approach over the test images are depicted in the above figures. Figure.4 depicts the results of Lena image, Figure.5 depicts Houses Image results, Figure.6 depicts the results of Forest image, Figure.7 is of Barbara image and Figure.8 shows the results of Apple image. From all the above figures, it can be noticed that the visual quality of the denoised image obtained through proposed approach is more qualitative and also preserved the edge features. Even in the images with dense edges (e.g. Forest), the proposed approach tried to preserve all the edge pixels with less information loss. In the above results, the denoise images obtained through conventional approaches, Wavelet Transform and Singular value decomposition combined with directional filter (WT-SVD-DF) [24], Wavelet Transform considering with Intercorrelation (WT-IC), DT-CWT with patch grouping (DT-CWT-PG), and DT-CWT with gradient based Patch Grouping (DT-CWT-GPG)
are also depicted. Compared to the denoised images obtained through conventional approaches, the results of proposed approach are more efficient.

Further to check the performance, the obtained denoised image are processed for objective evaluation through some performance metrics like PSNR and SSIM. The mathematical formulae of PSNR and SSIM is described as follows;

\[
PSNR = 10 \times \log_{10} \left( \frac{\text{Max}^2}{\text{MSE}} \right) \tag{15}
\]

MAX is the maximum value of pixels (255 for grey scale images). MSE is the Mean Square Error between the original and denoised images. It is given by equation (16).

\[
MSE = \frac{1}{mn} \sum_{i=1}^{M} \sum_{j=1}^{N} (O(i, j) - D(i, j))^2 \tag{16}
\]

O(i,j) is original image pixel and D(i,j) is denoised image pixel. Greater PSNR values indicate better quality. It is expressed in decibels (dB).

SSIM is an objective image quality metric and is superior to traditional measures such as MSE and PSNR. PSNR estimates the perceived errors, whereas SSIM considers image degradation as perceived change in structural information. Structural information is the idea that the pixels have strong interdependencies especially when they are spatially close. These dependencies carry important information about the structure of the objects in the visual scene. The SSIM is given by equation (17).

\[
SSIM = \frac{(2 \times \mu_x \mu_y + C_1)(2 \times \sigma_{xy} + C_2)}{(\mu_x^2 + \mu_y^2 + C_1)(\sigma_x^2 + \sigma_y^2 + C_2)} \tag{17}
\]

Where \(C_1 = (k_1L)^2\), and \(C_2 = (k_2L)^2\) are two constants used to avoid null denominator. \(L\) is the dynamic range of the pixel values. \(k_1 = 0.01\) and \(k_2 = 0.03\) by default. The dynamic range of SSIM is between -1 and 1. Maximum value of 1 will be obtained for identical images.

To measure the performance of denoising approach with respect to edge preservation, Pratt’s Figure of Merit [46] is a most widely used metric. This metric illustrates the performance by checking the coincidence of original edges with the edges in the denoised image. The FOM is defined as;

\[
FOM = \frac{1}{\max(N_{\text{det}} N_{\text{Ide}})} \sum_{i=1}^{N_{\text{det}}} \frac{1}{1 + \alpha d_i^2} \tag{18}
\]

Where \(N_{\text{det}}\) and \(N_{\text{Ide}}\) are the total number if Ideal/original edges and the total number of detected edges respectively. \(d_i\) is the distance between the edge pixel and the nearest ideal edge pixel and \(\alpha\) is an arbitrary constant which used to penalize the displaced edges. The optimal range of FOM lies in between 0 and 1, where the value 1 denotes that the detected edges are coincided with ideal edges.

<table>
<thead>
<tr>
<th>Image</th>
<th>Noise Level</th>
<th>Gaussian Noise</th>
<th>Salt &amp; Pepper Noise</th>
<th>Speckle Noise</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lena</td>
<td>10</td>
<td>34.1256</td>
<td>0.9896</td>
<td>0.8562</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>33.8210</td>
<td>0.9763</td>
<td>0.8533</td>
</tr>
<tr>
<td></td>
<td>30</td>
<td>33.5542</td>
<td>0.9701</td>
<td>0.8496</td>
</tr>
<tr>
<td></td>
<td>40</td>
<td>32.7641</td>
<td>0.9610</td>
<td>0.8368</td>
</tr>
<tr>
<td></td>
<td>50</td>
<td>31.1774</td>
<td>0.9542</td>
<td>0.8263</td>
</tr>
<tr>
<td>Houses</td>
<td>10</td>
<td>33.2198</td>
<td>0.9805</td>
<td>0.8471</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>32.9152</td>
<td>0.9672</td>
<td>0.8422</td>
</tr>
<tr>
<td></td>
<td>30</td>
<td>32.6484</td>
<td>0.9610</td>
<td>0.8405</td>
</tr>
<tr>
<td></td>
<td>40</td>
<td>31.8583</td>
<td>0.9519</td>
<td>0.8277</td>
</tr>
<tr>
<td></td>
<td>50</td>
<td>30.2116</td>
<td>0.9451</td>
<td>0.8172</td>
</tr>
<tr>
<td>Forest</td>
<td>10</td>
<td>32.2106</td>
<td>0.9741</td>
<td>0.8446</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>31.9060</td>
<td>0.9667</td>
<td>0.8437</td>
</tr>
<tr>
<td></td>
<td>30</td>
<td>31.6392</td>
<td>0.9523</td>
<td>0.8400</td>
</tr>
<tr>
<td></td>
<td>40</td>
<td>30.8491</td>
<td>0.9421</td>
<td>0.8272</td>
</tr>
<tr>
<td></td>
<td>50</td>
<td>29.2024</td>
<td>0.9336</td>
<td>0.8068</td>
</tr>
<tr>
<td>Barbara</td>
<td>10</td>
<td>34.2832</td>
<td>0.9800</td>
<td>0.8554</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>33.9786</td>
<td>0.9747</td>
<td>0.8517</td>
</tr>
<tr>
<td></td>
<td>30</td>
<td>33.7118</td>
<td>0.9685</td>
<td>0.8480</td>
</tr>
<tr>
<td></td>
<td>40</td>
<td>32.9217</td>
<td>0.9594</td>
<td>0.8352</td>
</tr>
<tr>
<td></td>
<td>50</td>
<td>31.2750</td>
<td>0.9526</td>
<td>0.8248</td>
</tr>
<tr>
<td>Apple</td>
<td>10</td>
<td>33.1684</td>
<td>0.9775</td>
<td>0.8465</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>32.8638</td>
<td>0.9666</td>
<td>0.8436</td>
</tr>
<tr>
<td></td>
<td>30</td>
<td>32.5970</td>
<td>0.9604</td>
<td>0.8399</td>
</tr>
<tr>
<td></td>
<td>40</td>
<td>31.8069</td>
<td>0.9523</td>
<td>0.8271</td>
</tr>
<tr>
<td></td>
<td>50</td>
<td>30.1602</td>
<td>0.9445</td>
<td>0.8166</td>
</tr>
</tbody>
</table>

Table.1 PSNR observations for different types of noises
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After measuring the performance metrics such as PSNR, SSIM and FOM over the obtained denoised images through proposed approach, they are tabulated in table 1. As per the table 1, the test images were processed through three types of noises, namely, Gaussian noise, Salt & pepper noise and Speckle noise by varying the noise levels from 10 to 50. The obtained values at every test case are represented in table 1. As it can be observed from table 1, as the noise level increases, the performance of proposed approach is decreasing and the decrement can be observed through the values moving from top to bottom in every column at every image. For entire image set, the noise is varied and the results are obtained accordingly. Furthermore, it can also be observed that the results obtained through proposed approach are illustrating an optimal performance with respect to both noise removal and edge preservation. Here the PSNR is used to depict the performance for quality evaluation.

As the PSNR values are optimal, the quality of image is considered to be optimal. Next, the SSIM also measures the quality through the structural similarity. The higher value of SSIM declares that the original image and denoised image are structurally similar. Further to measure the performance with respect to the edge preservation, a new metric, FOM was evaluated and the obtained values are observed to be almost equal to one. As itself the FOM determines the edges comparison in the original and denoised image, the value nearer to one denotes that the denoised image had almost equal edges with original image. Moreover, the accomplishment of proposed approach is as it is in the case of image contaminated with Gaussian noise and salt & pepper noises. In the case of speckle noise, initially the noisy image is transformed through natural Log Transform to realize the multiplicative nature of speckle noise.

The comparative analysis through PSNR, SSIM and FOM between the proposed and conventional approaches is shown in figure 9, 10 and 11 respectively. The values depicted in these figures are average values obtained over averaging the values obtained at three types of noises. From figure 9, the average PSNR of proposed approach is observed to be high compared to the conventional approaches, for all test images. Since the proposed approach accomplished both an adaptive thresholding, the PSNR value is high. The proposed approach also developed a novel patch grouping mechanism based on the Gradients of image such that the regions with similar properties are grouped into a same group. This process reduces the computational burden over the system and also increases the quality due to the accomplishment of an optimal threshold over the noisy edge. Furthermore, the proposed dual thresholding mechanism also helped in the achievement of greater quality in the denoised image by reducing the noise. Whereas, in the conventional approaches, only single thresholding technique is applied over the noisy coefficients and also not given much attention on the accurate edge detection. Similarly, the comparative analysis through the SSIM for different methods and also for different images is depicted in figure 10.

![Figure 9](image9.png)
**Figure 9** PSNR comparison at various noise levels for various images

![Figure 10](image10.png)
**Figure 10** SSIM comparison at various noise levels for various images

![Figure 11](image11.png)
**Figure 11** FOM comparison at various noise levels for various images

Figure 11 shows the comparison between the proposed and conventional approaches through the performance metrics, FOM. From figure 11, the observed FOM of proposed method is high compared to the conventional approaches. The conventional approaches, DWT-SVD-DF and WT-IC didn’t focus on the edge preservation and only focused on the noise removal. The other methods such as,
DT-CWT-PG and DT-CWT-GPG focused on the edge preservation but, the overall edges are not preserved because of which the quality is less. The method proposed in [38] assumed that the noisy pixels are correlated with edge pixels and the amplitudes are almost same. To discriminate them, the energy features are considered for thresholding in the high frequency bands of noisy image. Further, the method in [45] considered Gradients of Pixels to find out the edge pixels in the image. A new feature is proposed by through which the pixels are grouped into clusters and over the patches; an energy feature oriented thresholding is applied. Though these approaches obtained better results, the false positive rate is high, i.e., the all edge pixels are not discovered and some of the noisy pixels are discovered as edges and vice versa. This constitutes an information loss and reduced the quality. Since, the proposed approach focused mostly on the edge detection the FOM is high compared to the FOM of conventional approaches.

V. CONCLUSION

This paper developed a novel image denoising framework for better edge preservation based on the Dual tree complex wavelet Transform and Gabor filter. Here the Gabor filter is mainly accomplished to find the orientation values, i.e., in direction which is mainly the edges are concentrated. And based on the Gabor filtered edges, the regions with similar characteristics are clustered through-means algorithm. Further, a novel dual thresholding mechanism also developed in this paper to make the denoising method robust to all types of noises. Simulation experiments conducted over different test images with different noise at different noise levels revealed the performance enhancement of proposed approach. The performance is measured through the performance metrics like PSNR, SSIM and FOM and the obtained values shown an outstanding performance in the removal of noise with less information loss.
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