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Abstract: Cardiovascular diseases (CVD) the most common reason for deaths worldwide, are not easily diagnosed in initial stages. Early and accurate detection of CVD is highly required to prevent this leading cause of mortality. In the last few years, with the advancement of technology and increased potential of digital procedures, almost every business sector is adapting the automation and hence generating a large volume of data. Health sector is also affected by this outburst of technology and almost all the hospitals are generating a huge volume of data every day. The need of the hour is how to handle such a huge data and finding the hidden correlations among it so that it can be used by clinical experts in disease diagnosing and helps them in decision-making. This paper presents an intelligent decision support model for detection of coronary artery disease (CAD) with the integration of cuckoo algorithm for feature subset, analysis of various classification techniques to diagnose the disease more accurately and case base reasoning (CBR) for detecting the severity of the disease. The results seems promising and the integrated technique shows the accuracy of MLP is 85.48%. The model can be used as a promising decision making tool for medical experts for detecting cardiovascular diseases in their early stages.
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I. INTRODUCTION

Knowledge discovery from the huge amount of data, which is being generated every day, is one of the biggest challenge in front of the healthcare industry. It is not possible to analyze such a vast amount of data manually, so medical practitioners needs some kind of intelligent decision support system for diagnosing the diseases based on clinical parameters. Conventional statistical decision models are not capable enough to handle large, complicated and nonlinear dependent [1]. They require a different approach towards data management. The integration of statistical methods of modelling with other technologies such as machine learning and case based reasoning can yield more promising results. Cardiovascular disease are the biggest threat to any country and were once considered to be affecting only the developed countries, but it is now proved that it constitutes a major portion of non-communicable diseases in the developing countries also. Figure 1 shows the shift of disease burden in the next 12 years and figure 2 displays the major causes of mortality by 2030 [2]. The major reason for CVD is the accumulation of plaque in the arteries which narrow down the arteries and restricts the flow of blood [3-5].

Figure 1: Global burden of diseases

The most promising method for detection of CAD is angiography, but it is expensive, painful and requires a technical expertise. Such complications and limitations leads to the invention of other non-invasive methods. In the last few years machine learning has gained a lot of attention in almost all spheres of life because of its ability to find out complex correlations between data and amazing computational abilities.

In this paper we propose a model that has capacity to accept a user query, evaluate the query parameters as test case and predicts whether the patient is suffering from CAD or not and if he is positive to CAD then the system retrieve matching case from CBR to know the severity of the disease. The proposed model would reduce the detailed analysis of huge data and minimizes the efforts of finding the related patterns repeatedly for the similar types of problems thus reducing the complex knowledge base decision-making process.

Figure 2: Major causes of deaths by 2030

Many researchers in the past have used many intelligent methods for the diagnosis of medical disease and decision support systems. Yeow et al. (2014) proposed CBR as one of the promising tool for forensics.
They highlighted the limitations of existing forensics methods and a novel use of CBR as a method for analysis of forensic evidences. They have used the methods of information extraction for abstracting the contents from autopsy reports and then find the similar cases by using CBR and Naïve Bayes technique. The proposed system provides reasonably correct results and outshined other traditional methods of forensics [6].

Anggrawan et al. (2016) in their study suggested a framework for the diagnosis of kidney failure. Authors used php and mysql for the implementation of the framework and used matching coefficient to calculate the similarity between the old and new cases. Their model showed the accuracy of 80% that has been tested using spearman rank test [7].

Singh et al. (2016) proposed a model for the diagnosis of Psychiatric Disorder. They have used 750 cases and out of which 500 cases have been used for initial case base creation and rest 250 were used as a testing data. The used k-nearest neighbor method for matching the index value of the case with those that have been stored in the case base. Their model achieved the accuracy of 96% [8].

Babic et al (2017) worked on three different data sets: South African heart disease, Heart disease database and dataset from Z-Alizadeh Sani. They had implemented Neural Networks, Naïve Bayes, SVM and Decision Trees. Further, the author performed descriptive analysis based on association and decision rules. The models proposed by authors are comparable with existing studies and in some cases comparable or better [9]. Pandey et al. (2017) in their study proposed a medical diagnosis system for ECG based diseases. The author provided an integration system of a classifier with CBR component. Their study improved the diagnostic accuracy to 96% [10]. Vedayoko et al. (2017) in their work focused on implementation of expert system integrated with CBR for the diagnosing of bowel disease. They used k nearest neighbor algorithm for finding the similar cases in CBR component. They have implemented the model on the data collected from RSUD dr. Soetrasno Rembang Regency for 60 patients, who were having bowel diseases like Gastroentritis, Tipoid Fever, Diarrhea and Colitis [11].

**II. DATA DESCRIPTION**

Cleveland Heart disease data set is obtained from one of the most popular repository of the University of California at Irvine [12 ]. It consists of features like Gender, Age, Type of chest pain, Resting electrocardiographic outcome, Serum cholesterol, Maximum heart rate achieved, Fasting blood sugar, blood pressure (Resting) on admission, Exercise induced angina, Number of fluoroscopy colored vessel, ST depression induced by exercise related to rest, Slope of the peak exercise ST Segment, Thal and result of Angiography as a deciding factor for CAD.

**III. METHODOLOGY AND LEARNING SCHEMES**

Preprocessing of the data was carried out using feature subset selection with Cuckoo search method [13]. Then models (Random Forest, ANN, FURIA and Logistic regression) were created with supervised learning were validated with ten-fold cross validation method. The performance measures that were recorded are misclassification error rate, accuracy, Kappa Statistics and Mean absolute error.

**Table1: Description of dataset**

<table>
<thead>
<tr>
<th>Features</th>
<th>Description</th>
<th>Range (Min Max)</th>
<th>Mean</th>
<th>StDev</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age</td>
<td>Age (in yrs)</td>
<td>20 - 77</td>
<td>55.43</td>
<td>9.03</td>
</tr>
<tr>
<td>Sex</td>
<td>0-female, 1-male</td>
<td>0 - 1</td>
<td>0.68</td>
<td>0.46</td>
</tr>
<tr>
<td>Cp</td>
<td>Type of chest pain</td>
<td>1 - 4</td>
<td>3.15</td>
<td>0.96</td>
</tr>
<tr>
<td>Trestbps</td>
<td>blood pressure (resting) on admission.</td>
<td>90 - 200</td>
<td>131.6</td>
<td>9</td>
</tr>
<tr>
<td>Chol</td>
<td>Serum cholesterol mg/d</td>
<td>126 - 564</td>
<td>246.6</td>
<td>51.77</td>
</tr>
<tr>
<td>Fbs</td>
<td>Fasting blood sugar &gt; 120 mg/dl 0 - no</td>
<td>0 - 0 -1</td>
<td>0.149</td>
<td>0.356</td>
</tr>
<tr>
<td>Restecg</td>
<td>Resting Electrocardiographic outcome</td>
<td>0 - 2</td>
<td>0.99</td>
<td>0.995</td>
</tr>
<tr>
<td>Thalach</td>
<td>Max heart rate achieved</td>
<td>71 - 202</td>
<td>149.6</td>
<td>22.8</td>
</tr>
<tr>
<td>Exang</td>
<td>Exercise induced angina</td>
<td>0 - 1</td>
<td>0.327</td>
<td>0.47</td>
</tr>
<tr>
<td>Old peak</td>
<td>ST depression induced by exercise related to rest</td>
<td>0 - 6.2</td>
<td>1.04</td>
<td>1.161</td>
</tr>
<tr>
<td>Slop</td>
<td>Slope of the peak exercise 1-up-sloping 2-flat 3-down sloping</td>
<td>1 - 3</td>
<td>1.601</td>
<td>0.616</td>
</tr>
<tr>
<td>Ca</td>
<td>No. of fluoroscopy colored vessels</td>
<td>0 - 3</td>
<td>0.672</td>
<td>0.937</td>
</tr>
<tr>
<td>Thal</td>
<td>3 - normal 6-fixed defect 7-reversible defect</td>
<td>3 - 7</td>
<td>-4.73</td>
<td>1.94</td>
</tr>
</tbody>
</table>
Stage 1: Data preprocessing
Reducing dimensionality using Correlation based feature subset selection and Cuckoo search technique.

Stage 2: Construction of Model and validation
(Deep learning, Random forest, FURIA, Bagging by means of 10 fold cross validation)

Stage 3: Performance measure
Accuracy, Misclassification error rate, Mean absolute error, Kappa Statistics were used to evaluate.

Stage 4: The positive identified case is then fed into CBR for finding the best possible match for the severity of the disease.

Figure 3. Framework for Model construction

A. The Proposed Model
Case base reasoning (CBR) is a kind of analogous reasoning that is widely used in decision making [14-16]. CBR is an effective technique for handling decision based problems and used in almost all the spheres of business. It helps businesses to take decision based on the previous experiences encountered and provide the best possible matching scenario. CBR uses simple matching coefficient, nearest neighbor and naïve Bayes techniques to find the closest match [17-18]. It has been successfully applied to various industrial applications like sales operations, quality management, product development. The major reason for the success of CBR is its ability to reason with the situation based on the previous experiences.

CBR follows a systematic cycle, which consists of four R’s:
Retrieve: the phase deals with the process of finding the most similar cases.
Reuse: It explains how the retrieved case(s) can be used to solve the problem statement.
Revise: It is the proposed solution for the problem based on the retrieved case.
Retain: The storing of new case after revision in the case base for future use.

Figure 4: CBR Cycle [19]

Figure 5. Proposed Model

IV. RESULTS

The models were constructed using Cleveland dataset for Heart Disease gathered from UCI Machine repository, with Deep learning [20], Random Forest, Fuzzy Unordered Rule Induction and bagging Classifiers. The constructed models were assessed for error rate, accuracy, Kappa Stat, Mean Absolute error and RMS (Root Mean Square error). It is found that Deep learning based model with Correlation based feature subset selection with PSO search achieves the maximum accuracy of 85.481% which is highest among other classifiers. Comparative results are shown in (Table 2).

<table>
<thead>
<tr>
<th>Model</th>
<th>Accuracy</th>
<th>Error</th>
<th>KS</th>
<th>MAE</th>
<th>RMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Deep learning</td>
<td>85.48</td>
<td>14.5</td>
<td>0.6267</td>
<td>0.2015</td>
<td>0.3333</td>
</tr>
<tr>
<td>Random Forest</td>
<td>81.84</td>
<td>18.15</td>
<td>0.5351</td>
<td>0.2196</td>
<td>0.3414</td>
</tr>
<tr>
<td>FURIA</td>
<td>79.53</td>
<td>20.46</td>
<td>0.4856</td>
<td>0.21</td>
<td>0.429</td>
</tr>
<tr>
<td>Bagging</td>
<td>82.178</td>
<td>17.82</td>
<td>0.5418</td>
<td>0.2443</td>
<td>0.3505</td>
</tr>
</tbody>
</table>

Table 2: Accuracy/error rate/MAE/RMSE
Deep Learning based Model for Decision Support with Case Based Reasoning

Table 3. Accuracy/error rate/KS/MAE/RMSE with all the features

<table>
<thead>
<tr>
<th>Model</th>
<th>Accuracy</th>
<th>Error</th>
<th>KS</th>
<th>MAE</th>
<th>RMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Deep learning</td>
<td>83.16</td>
<td>16.83</td>
<td>0.5623</td>
<td>0.2065</td>
<td>0.3357</td>
</tr>
<tr>
<td>Random Forest</td>
<td>80.198</td>
<td>18.15</td>
<td>0.5351</td>
<td>0.2196</td>
<td>0.3414</td>
</tr>
<tr>
<td>FURIA</td>
<td>78.8779</td>
<td>20.46</td>
<td>0.4856</td>
<td>0.21</td>
<td>0.429</td>
</tr>
<tr>
<td>Bagging</td>
<td>80.198</td>
<td>19.80</td>
<td>0.4791</td>
<td>0.2645</td>
<td>0.3667</td>
</tr>
</tbody>
</table>

Figure 6: Accuracy and error rate of models with feature selection

Figure 7: KS/MAE/RMSE of models with feature selection

Figure 8: Accuracy and error rate of models with all feature selection

Figure 9: Accuracy of Models by using all the features and with dimensionality reduction method

V. DISCUSSION & CONCLUSION

The study implemented proved that the deep learning method outshined all the other techniques used, for detection of Coronary heart disease with correlation based feature subset selection method with cuckoo search. Dimensionality of the data set is reduced and only few parameters are abstracted to construct the model. The most influential risk factors identified to predict the CAD are CP, Thalach, Exang, oldpeak, slope, CA, Thal. Deep learning based method achieved the highest prediction accuracy of 85.48% with error rate as low as 14.5% and highest the value of Kappa Statistics i.e. 0.6267 and lowest root mean square error i.e. 0.3333. By reducing the dimensionality of the feature space the accuracy of the deep learning method is increased by 2.23%. Random forest attains the prediction accuracy of 81.84% with error rate of 18.15%. The value of KS for random forest is 0.5351 and root mean square error is 0.314. On the other hand, FURIA showed the lowest prediction accuracy of 79.52% and error rate of 20.46%. Value of Root mean square error is highest in case of FURIA. Bagging achieves the prediction accuracy of 82.178%, error rate of 17.82%. Value of KS for Logistic regression is 0.5418 and value of root mean square error is 0.3505. The results of deep learning model were used as a new case for the CBR and CBR achieved the similarity accuracy of 89% from the previous experiences stored in it. Thus, deep learning based model integrated with CBR component can be used to predict CAD cases more accurately.
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