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Abstract: The Today’s digital world, data generation is growing at a rapid rate, almost doubling every two years. The extensive growth in the digital devices generates and consumes enormous data. In the field of Artificial Intelligence, machine learning provides a paradigm to recognize hidden patterns in the data to perform useful inference using those patterns that have been learned. Clustering or cluster analysis is one of the most essential and important unsupervised learning technique. Clustering is a technique of natural grouping of data objects which are unlabeled and it forms these grouping in such a way that data objects belonging to one cluster are not similar to the objects belonging to another cluster. In this paper, different clustering approaches and techniques used in unsupervised learning are discussed. Also, four major clustering algorithms namely k-means, EM, hierarchical and make density based are applied on different datasets and their performance is analyzed by using certain parameters.

Index Terms: Unsupervised learning, Clustering algorithms, K-means clustering, Hierarchical clustering, Density-based Clustering.

I. INTRODUCTION

In today’s digital world, data generation is growing at a rapid rate, almost doubling every two years. It has been predicted that, every second 1.7 megabytes of new information will be created for every human being by the year 2020. The extensive growth in the digital devices generate and consume enormous data. These data sets are in form of structured, semi-structured or unstructured. However, such large data sets are not useful without analytic power. To extract meaningful information from these massive and varying data sets, some data analytics process should be applied. Machine Learning is a field of Artificial Intelligence (AI) that consists a set of algorithms to recognize patterns in data to perform useful implications. It consists set of algorithms used and executed by computer systems for automatically perform certain tasks without explicit directives. For these, it relies on patterns and inference mechanism. For the extraction of data, various techniques are available for customization for the specific set of information. Among of these techniques, clustering is a technique of natural grouping of data objects which are unlabelled and it forms these grouping in such a way that data objects belonging to one cluster are not similar to the objects belonging to another cluster[1]. Clustering or cluster analysis is one of the most essential and important unsupervised learning technique. It covers the three well-known categories of cluster analysis namely partition, hierarchical and density-based clustering. The algorithms considered for an experiment in this study are k-means clustering algorithm; EM algorithm make density based clustering algorithm and hierarchical clustering algorithm. All the mentioned algorithms are explained and analysed based on the certain evaluation parameters. These parameters are the number of clusters created, incorrectly clustered instances, time taken to build the model and other parameters like number of instances in the dataset and type of the data set.

II. AN OVERVIEW OF MACHINE LEARNING TECHNIQUES

Machine learning algorithms own a capability of self-learning and improvisation. Machine learning algorithms are useful to discover the hidden pattern from the massive and heterogeneous datasets. They normally categorized into three categories: Supervised Learning, Unsupervised Learning and Reinforcement Learning as shown in following figure 1.

Supervised learning algorithms aim at categorizing data from prior information[2]. These algorithms apply on a set of input variables P and an output variable Q. The prediction of output for unseen data is completed through a mapping between P and Q. Supervised algorithms are applied on dataset that contains labelled data with input and desired output [3]. It consist two approaches: classification and regression. Naive Bayes, Support Vector Machine, Decision Tree, Multilayer perceptron neural network are some the well-known algorithms categorized under supervised learning. Unsupervised learning algorithms infers from datasets consisting of input data without labelled output data. It consist two approaches: clustering and association rule mining. The data set assigned to an algorithm does not consist pre-defined labels like supervised learning. Cluster analysis using k-means clustering, hierarchical clustering and density based clustering are most widely algorithms follows unsupervised approach. Reinforcement learning is a type of learning where software agents must to take actions in a way that will maximize some notion of cumulative reward. These actions may affect situations and their actions in the future [4].

The algorithms falls under unsupervised learning relies on mathematical model based on data set that contains data without output labels. They learns from test data that has not been labelled, classified or categorized. Unsupervised learning basically infers from dataset that consists input data without label output data and it mainly focuses on identifying commonalities in the data and for each new data, it matches based on absence or
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III. CLUSTERING: AN UNSUPERVISED LEARNING TECHNIQUE

One of the most common techniques in unsupervised learning is clustering or cluster analysis. It is one of the significant techniques in pattern recognition and machine learning [5]. It is used for empirical data analysis to uncover hidden patterns or groupings in data. Cluster analysis normally groups the similar data into one group and other are into different group. Clustering is a widely used technique for data analysis and pattern discovery, which is used in many fields [6].

As clustering falls in an unsupervised learning mechanism, it forms clusters based on set of patterns (data) in a way that members of one cluster are similar according to a predefined criterion [7]. Each cluster consists of data, which are homogeneous, and they are heterogeneous compared to data of other cluster [8]. A partition between the data elements are chosen in such a way that they minimize some measure of dissimilarity between members of the same cluster [9]. On pool of multidimensional data, clustering technique uses some similarity measure normally Euclidean distance and it is also termed as a difficult problem as the clusters may vary in their sizes and shape [10]. The most common and frequently used cluster algorithms are k-means clustering, k-medoids, hierarchical clustering, hidden Markov model, fuzzy c-means clustering, subtractive clustering and Gaussian mixture models [11]. Moreover, these systems are broadly divided into three categories namely hierarchical, partitioning and density based clustering [12] as per shown in following figure 2.
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Fig 1. Types of Machine Learning Algorithms
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Fig 2. Categories of Clustering Techniques

1. Partitioning Clustering

Partitioning clustering are clustering methods used to classify data points into multiple groups based on their similarity. To generate number of clusters, algorithms required to specify it initially. It decomposes a dataset into a set of separate clusters. Partitioning clustering algorithms are iterative algorithms and they divide the data set into a specified number of clusters. K-means is one of the most widely used partitioning algorithm for cluster analysis [13]. The K-Means algorithm divides n object into K clusters in such a way that clusters have relatively high similarity in the cluster and, relatively low similarity between clusters [14] [15]. To form a cluster centre, mean value is to be calculated from each cluster. The calculation of similarity is done by mean value of the cluster objects. To calculate the distance, Euclidean distance method is used. The following is the procedure of K-means algorithm.

1. For generation of data members to be clustered, place K points into the space. For initial group centroids, these points are considered.
2. Assign each data member to the group that has the closest centroid.
3. When all objects have been assigned, recalculate the positions of the K centroids.
4. Repeat Steps 2 until the centroids no longer move. This produces a separation of the data members into groups from which the metric to be minimized can be calculated. Usually, the K-mean algorithm criterion function adopts square error criterion, defined as:

\[
z = \sum_{j=1}^{n} ||(j) - c_j||^2
\]

In the formula, \(||(j) - c_j||^2\) is the distance between the data point \(x(j)\) and the cluster centroid \(c_j\). The following figure 2 shows how the data points are clustered by an algorithm. The K-means algorithm has the following main advantages [16].

- It is widely used clustering algorithm and easy to implement.
- It is even suitable for very large data set.
- Some of the drawback of K-means algorithms are as follows [17].
  - The users need to specify the number of clusters initially.
  - It is highly dependent on data.
  - Unable to identify outliers and noise.

II. Hierarchical Clustering

Hierarchical clustering is mainly focuses on building of hierarchy of clusters, i.e. cluster tree and it is represented in a dendrogram [18]. It is either merging smaller clusters into larger clusters or splitting larger clusters into smaller ones. A clustering of the data items is obtained through cutting a dendrogram at a desired
level [19]. A cluster tree is defined as “a tree showing a sequence of clustering with each clustering being a partition of the data set” [20]. Following are the general procedures for performing hierarchical clustering [21].

1. Assign each item to a cluster and therefore of items are X, there will be X clusters.
2. The distance between the clusters are same as the distance between the items contained by cluster.
3. Then after, find the closest pair of clusters and merge them into a single cluster so one cluster is removed.
4. Compute the distance between the exiting clusters and the newly formed cluster.
5. Repeat the above two steps till all items are grouped into K number of clusters.

Hierarchical clustering is further classified into two categories: Agglomerative and Divisive.

Agglomerative algorithms: These algorithms merges the smaller clusters into larger ones. It is also known as bottom up approach [22][23]. It starts with 1 point. It is then after add two or more appropriate clusters recursively. Finally, it stops when k number of clusters is achieved [13]. It is too slow for large data sets as its complexity is O (n^3) [9].

Divisive algorithms: Divisive algorithms performs splitting of larger clusters into smaller ones. It is also called a top down approach. It starts with a big cluster and then recursively divides into smaller clusters [25]. It stops when k number of clusters achieved [13]. Its complexity is O (2n) which is not adequate [9].

Some of the advantages of using Hierarchical Clustering algorithms are as follows [17].

• Initialization is not required.
• Performs well even on noisy data.
• Clustering is similar to that perceived by humans.
• Simple and good for small data set.
• Some the drawbacks observed are as follows [6,9].
• Computationally expensive and not suitable for large datasets.
• Difficulty handling different sized clusters and convex shapes.
• Static by nature as patterns assigned to one cluster cannot move to another cluster.

III. Density-based Clustering

In density-based clustering, the regions with higher density is considered in a data space as compared to the regions with lower density. The clusters discovers in density-based clustering are of arbitrary shapes and they are adequate for handling noise. Here, the term density is mainly focuses on the minimum numbers of points within a certain distance of each other [12]. It is wildly used in data, which has noise, and when there are outliers present in the data. At the time of grouping the clusters, distance measurement and a minimum number of points are considered, known as Eps and Min Points [24]. Outliers are formed by considering data points falls in low density regions. The minimum distance between two points are defined by Eps. When the distance between two data points is either less or equal to Eps, these points are considered as neighbours [19]. Some of the advantages of using make density based algorithms are as follows [9].

• It is mainly useful with noisy data and when there are outliers present on the data set.
• Its result is closer to K-means algorithm.
• It returns density and distribution.
• Some of the drawbacks of using make density based algorithms are as follows [9].
• Density measures affects by sampling.
• It is sensitive to clustering parameters used.

IV. EXPERIMENTS AND RESULTS

I. Dataset description

There are five datasets obtained from UCI data repository to carry out an experiment of how clustering algorithms works and analysis of their performance. The following table 1 describes the dataset name, number of attributes in each dataset, number of instances, missing value in dataset and dataset type. The dataset taken for experiment are possessing different characteristics and falls in different field of applications.

<table>
<thead>
<tr>
<th>Dataset Name</th>
<th>Dataset Characteristics</th>
<th>Missing Value</th>
<th>No. of Attributes</th>
<th>No. of Instances</th>
</tr>
</thead>
<tbody>
<tr>
<td>Absenteeism at work</td>
<td>Multivariate, Time-Series</td>
<td>N/A</td>
<td>21</td>
<td>740</td>
</tr>
<tr>
<td>Diabetes 130</td>
<td>Multivariate</td>
<td>N/A</td>
<td>22</td>
<td>7195</td>
</tr>
<tr>
<td>Mice Protein Expression</td>
<td>Multivariate</td>
<td>Yes</td>
<td>82</td>
<td>1080</td>
</tr>
</tbody>
</table>

Table1. Description of the Datasets used in the Experiment

II. Results and Discussion

The experiment is carried out using Weka 3 Toolkit. It consists of a collection of machine learning algorithms for data mining tasks. It is an open source software in Java, freely available under General Public License (GNU) agreement and offers a very good user interface for the different tasks like pre-processing, classification, clustering etc. In the experiment, four clustering algorithms namely k-means, hierarchal, make density based and EM. Moreover, there are three datasets chosen for conducting an experiment. For performance analysis, the parameters like incorrectly clustered instances, no. of iterations and time taken to build model are considered. The following table 2 shows the result of experiment conducted with dataset and other parameters.

<table>
<thead>
<tr>
<th>Dataset Name</th>
<th>Dataset Characteristics</th>
<th>Missin g Value</th>
<th>No. of Attributes</th>
<th>No. of Instances</th>
</tr>
</thead>
<tbody>
<tr>
<td>Absenteeism at work</td>
<td>Multivariate, Time-Series</td>
<td>N/A</td>
<td>21</td>
<td>740</td>
</tr>
<tr>
<td>Diabetes 130</td>
<td>Multivariate</td>
<td>N/A</td>
<td>22</td>
<td>7195</td>
</tr>
<tr>
<td>Mice Protein Expression</td>
<td>Multivariate</td>
<td>Yes</td>
<td>82</td>
<td>1080</td>
</tr>
</tbody>
</table>

Table2. Results of the Experiment with different datasets

Based on the results, it has been observed that k-means clustering algorithm performs well in all three datasets. Its accuracy is compare to more and the time taken to build the model is also adequate. Make density based algorithm also works well with good accuracy and considerable time taken to build the model. It has been also observed that, hierarchal clustering and EM clustering algorithm provided less accuracy and consumed more time. Therefore, it has been perceived from results that k-means clustering algorithms performs well on all three different types of datasets.
Table 2. Performance Analysis of Clustering Algorithms

<table>
<thead>
<tr>
<th>Data Set</th>
<th>Clustering Algorithm</th>
<th>No. of Clusters and its Distribution</th>
<th>Incorrectly Clustered Instances</th>
<th>No. of Iterations</th>
<th>Time taken to build model (sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Absenteeism at work</td>
<td>K-means Clustering</td>
<td>0 - 394 (53%) 1 - 346 (47%)</td>
<td>78.1081%</td>
<td>11</td>
<td>0.12</td>
</tr>
<tr>
<td></td>
<td>Hierarchical Clustering</td>
<td>0 - 739 (100%) 1 - 1 (0%)</td>
<td>79.7297%</td>
<td>--</td>
<td>0.57</td>
</tr>
<tr>
<td></td>
<td>Make Density Based Clustering</td>
<td>0 - 407 (55%) 1 - 333 (45%)</td>
<td>78.3784%</td>
<td>11</td>
<td>0.05</td>
</tr>
<tr>
<td></td>
<td>EM</td>
<td>0 - 238 (32%) 1 - 502 (68%)</td>
<td>79.1892%</td>
<td>2</td>
<td>0.06</td>
</tr>
<tr>
<td>Anuran Calls (MFCs)</td>
<td>K-means Clustering</td>
<td>0 - 2466 (34%) 1 - 4729 (66%)</td>
<td>36.0806%</td>
<td>15</td>
<td>0.13</td>
</tr>
<tr>
<td></td>
<td>Hierarchical Clustering</td>
<td>0 - 6653 (92%) 1 - 542 (8%)</td>
<td>44.1279%</td>
<td>--</td>
<td>450.67</td>
</tr>
<tr>
<td></td>
<td>Make Density Based Clustering</td>
<td>0 - 28,36 (39%) 1 - 4359 (61%)</td>
<td>36.2891%</td>
<td>15</td>
<td>0.12</td>
</tr>
<tr>
<td></td>
<td>EM</td>
<td>0 - 3728 (52%) 1 - 3467 (48%)</td>
<td>36.6644%</td>
<td>3</td>
<td>0.91</td>
</tr>
<tr>
<td>Mice Protein Expression</td>
<td>K-means Clustering</td>
<td>0 - 569 (53%) 1 - 511 (47%)</td>
<td>73.6111%</td>
<td>7</td>
<td>0.06</td>
</tr>
<tr>
<td></td>
<td>Hierarchical Clustering</td>
<td>0 - 1080 (100%)</td>
<td>86.1111%</td>
<td>--</td>
<td>4.55</td>
</tr>
<tr>
<td></td>
<td>Make Density Based Clustering</td>
<td>0 - 534 (49%) 1 - 546 (51%)</td>
<td>73.7963%</td>
<td>7</td>
<td>0.07</td>
</tr>
<tr>
<td></td>
<td>EM</td>
<td>0 - 505 (47%) 1 - 575 (53%)</td>
<td>74.0741%</td>
<td>29</td>
<td>0.65</td>
</tr>
</tbody>
</table>

V. CONCLUSION

Huge data is accumulated at every second with the integration of digital technology in various fields including medical, banking, education, retail and many more. These data are in heterogeneous form and it is required to apply ample data analytics process to extract meaningful information from this massive datasets. The paper comprises the study of various clustering algorithms that can be applied to discover the hidden patterns from the dataset. It also covers a comparative analysis of the performance of k-means, hierarchical, make density based and EM algorithms experimented on different data sets. In future, the experiment will also carry out on huge and vague datasets with inclusion of more clustering algorithms.
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