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Abstract—In this paper a basic introduction to neural networks is made. An emphasis is given on a two layer perceptron used extensively for function approximation. The backpropagation learning rule is than briefly introduced. A short introduction into Python programming language is made and a program for the perceptron design is written and discussed in some detail. The “neuralab” library is used for this purpose.
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I. INTRODUCTION

Artificial intelligence is quickly becoming ubiquitous in our day to day lives as AI systems are becoming more and more capable. They are used in signal processing, control, pattern recognition, medicine, speech production and recognition, and business [1]. Recently, they are also being used extensively in image and video processing related tasks [2], [3]. It is therefore important that a wide set of engineers gets at least a basic understanding in the field of artificial intelligence, its advantages and drawbacks. The first and the best known field within artificial intelligence are neural networks. They are now known for quite some time and various architectures were developed in order to solve specific tasks. One of the first ones was the so called perceptron, which can among other things be used for function approximation. A major breakthrough in the field of neural networks was made when the backpropagation algorithm was introduced [4]. In this paper a Python based realization of such a network is presented and discussed.

Python is a high-level general-purpose programming language created by Guido van Rossum in 1991. It has a design philosophy that puts emphasis on code readability. It supports multiple programming paradigms including object-oriented, imperative, functional and procedural and has a large standard and comprehensive library. The first release was followed by Python 2.0 in 2000 and Python 3.0 in 2008. At the time of writing this paper the latest version is Python 3.7. In comparison with other programming languages such as C/C++, Java, and Fortran, Python is a higher-level language. The computation time is therefore typically a little longer, but it is much easier to program in. Python is namely a programming language with the largest increase in ratings [5]. It is especially popular in educational environments. There is namely one aspect of Python that always has been, and always will be the most important in the entire language – readability [6].

II. THEORETICAL BACKGROUND OF NEURAL NETWORKS

Neural networks are defined as networks consisting of many interconnected neurons. A neuron (or nerve cell) is a special biological cell that processes information. Neurons are connected at joints called synapses. A typical neuron together with a synaptic joint is shown in Fig. 1.

Fig. 1: The major structures of a typical neuron (left) and a synaptic joint (right)

Human brain, as the best known and the most capable of neural networks has some 1011 neurons. Each neuron has about 10,000 synapses on average. Therefore the total number of connections is around 1015. The cell body of a neuron sums the incoming signals from dendrites. A particular neuron will send an impulse to its axon if sufficient input signals are received to stimulate the neuron to its threshold level. However, if the inputs do not reach the required threshold, the input will quickly decay and will not generate any action.

The biological neuron model is the foundation of an artificial neuron which is shown schematically in Fig. 2.

Fig. 2: The artificial neuron model

The total input to the neuron is defined by the following equation:

\[ n = w_1 \cdot p_1 + w_2 \cdot p_2 + \cdots + w_R \cdot p_R \]  \hspace{1cm} (1)

Individual inputs \( p_1, p_2, \ldots, p_R \) are each weighted by the corresponding elements \( w_1, w_2, \ldots, w_R \) and then summed up with the bias \( b \) to form the total input \( n \) to the neuron. In matrix notation, Eq. 1 can be written in the following form:

\[ n = W \cdot p + b \]  \hspace{1cm} (2)
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The output of the neuron can then be determined by the following equation

$$a = f(W \cdot p + b)$$  \hfill (3)

The function $f$ can be linear or nonlinear function of $n$. It is usually called the transfer function. Complicated neural networks are of course composed of many neurons. A basic unit of complicated neural networks is a layer, which is made of one or more parallel neurons. Neurons within the same layer have usually the same transfer function. The output(s) of a neural network can in such a case be determined by the following equation

$$a = f(W \cdot p + b)$$  \hfill (4)

The schematic representation of such a neuron setup (a layer) is shown in Fig. 3.

Fig. 3: Schematic representation of a single layer

Neural networks can in general be composed of more than one layer. Based on the connections between layers neural networks can be divided into intralayer, interlayer or recurrent, as shown in Fig. 4.

Fig. 4: Different types of networks based on connections

Fig. 5: Feedforward and feedback neural networks

As an example, a schematic representation of a three layer feedforward neural network is shown in Fig. 6.

Fig. 6: Three-layer feedforward neural network

The output of such a three-layer feedforward neural network is determined by the following equation:

$$a = f(3(W^3 \cdot f^2(W^2 \cdot f(W^1 \cdot p + b^1) + b^2) + b^3)$$  \hfill (5)

It is a straightforward way to extend this equation to neural networks with more than three layers.

III. TWO-LAYER PERCEPTRON FOR FUNCTION APPROXIMATION

Artificial neural networks can perform different tasks, depending on the types of transfer functions and the neuron interconnections. One of the most common ones (if not the most commonly used one) is the two-layer perceptron shown in Fig. 7.

Fig. 7: A two-layer perceptron used for function approximation

In order to design a neural network we also need to determine the number of neurons in the first layer. Common sense says that more neurons should be able to approximate functions better. There is however always a certain upper limit associated with this process. Too many neurons can merely also result in poor function approximation as demonstrated in Fig. 8.

Fig. 8: Good and poor function approximation
Its main application is function approximation. A very important question however still has to be answered. So far, nothing was said about the process of determining the correct values of the parameters \( w \) and \( b \) in order that the neural network functions properly. In order to do this a training process must be conducted. Although there is a myriad of training approaches, most of them fall in the following two categories [7]:

- **Supervised learning**

In this case a network is trained by a sequence of pairs of vectors. The first one is the input vector and the second one the target vector. The weights can be modified at each step (after each pair) or a matrix of all the vectors can be formed and then used for training. The training processes are therefore called incremental or batch learning [8].

- **Unsupervised learning**

In this case there are no target vectors. The weights are modified based only on the input vectors.

The algorithm used to train the two layer perceptron is the so called backpropagation algorithm (also known as Delta rule) [9]. It is composed of both forward and backward stage. It is described in some detail in [10]. The main goal of the algorithm is to make the difference between the actual and the target outputs as small as possible.

### IV. PYTHON PROGRAM & RESULTS

In order to use Python, we must of course install it. On Windows platform it is very popular to install it together with Anaconda and then make the program in Jupyter Notebook [11]. Among many other possibilities a PyCharm software package can be installed to use Python [12].

As already noted in the Introduction, Python is a high-level general-purpose programming language. It is especially popular among scientific community due to a wide set of freely available libraries, in particular scientific ones (linear algebra, visualization tools, plotting, image analysis, differential equations solving, symbolic computations, statistics etc.). Probably the three most important ones are Numpy, SciPy and Matplotlib [13]. NumPy is a library which adds a support for creation of large, multi-dimensional arrays and matrices, together with a large set of operations working on them [14]. The SciPy software library implements a set of functions for processing scientific data, such as statistics, signal processing, image processing, and function optimization [15]. Matplotlib is, as the name of course suggests, a library used for plotting data [16]. Beside these common libraries, a Neurolab library, created specifically for neural networks implementation [17], will be used. The code starts with the import of the needed libraries:

```python
import numpy as np
import neurolab as nl
import pylab as pl
```

Then a two layer neural network is created by the following command:

```python
net = nl.net.newff([[[-10, 10]], [15, 1]])
```

The parameters mean that the network expects inputs in the [-10, 10] range. The hidden layer has 15 neurons and the output layer 1 neuron. It should be emphasized that the weights are randomly initialized.

After that we need to create samples for neural network training. Let’s say that we want the neural network to approximate function \( 0.75 \sin(s) \) in the range [-10, 10]. So, input vector \( x \) can be created by the following command:

```python
x = np.linspace(-10, 10, 100)
```

It consists of 100 equally spaced values between -10 and 10. The corresponding output vector \( y \) can be easily obtained.

```python
y = 0.75*np.cos(x)
```

In the next step we must reshape both \( x \) and \( y \) into column form. The len() function returns the number of items in an object.

```python
size = len(x)
```

Then we can modify \( x \) and \( y \) into new vectors \( \text{inp} \) (input) and \( \text{trg} \) (target) by the following commands:

```python
inp = x.reshape(size, 1)
trg = y.reshape(size, 1)
```

The reshape() function’s arguments are the numbers of rows and columns in the new vector. Now, after the creation of the input and target vectors, we can train the neural network using them. We will use the following command:

```python
error = net.train(inp, trg, epochs=300, show=100, goal=0.01)
```

The train() function we have used is the main part of the presented program. In order to get its detailed description, it is best to check the documentation [18]. It has several parameters. The first two are the input and the target vector. Then the number of epochs needs to be stated (the default value is 500). The show parameters determines the steps at which the error is printed out (the default value is 100). The goal parameter determines at which value of the error the training will stop (the default value is 0.01). It is also important to at least know which training algorithm is being used. The default is the “Gradient descent with momentum backpropagation and adaptive learning rate” algorithm (in Neurolab library it is known as neurolab.train.train_gdx()). Actually, all the default values can be obtained by the net.train.defaults command. The typical output of the program at this stage is given below:

Epoch: 100; Error: 0.02729823200135833;
Epoch: 200; Error: 0.018311521643474635;
Epoch: 300; Error: 0.01722910204269513;

The maximum number of train epochs is reached

As we stated the goal to be 0.01, the learning process stopped at 300 iterations without reaching the target error of 0.01. This is however by no means the only possibility. As the weights of the neural network are randomly initialized...
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...during the network creation, we get a different result every time we rerun the program. We might for example get the following output:

Epoch: 100; Error: 0.03487234318088822;
Epoch: 200; Error: 0.01774028250123779;
The goal of learning is reached

The error variable on the left side stores errors obtained during each training iteration. In order to compare the actual output of the neural network with the target, we form the `out` vector with the following command:

```python
out = net.sim(inp)
```

So, in the `out` vector the actual values of the output of the neural network after training are stored. Now we just need to plot the results. We will plot the results in two subplots (one above the other). The first one will plot the error vector. We can get it with the following commands:

```python
pl.subplot(211)
pl.plot(error)
pl.xlabel('Epoch number')
pl.ylabel('error (default SSE)')
```

The obtained output is shown in Fig. 9

![Fig 9: The result of the program](image)

The result is by no means always that good. If for example we only use 20 values for training, we get the result shown in Fig. 10, despite the training goal being reached.

![Fig 10: The result when only 20 values are used for training](image)

When only 15 values are used, the result is even worse (see Fig. 11).

![Fig 11: The result when only 15 values are used for training](image)

Beside the number of samples used for training, the number of neurons in the hidden layer can also have a big influence on the performance of the neural network. In accordance with intuition the performance of the neural network will deteriorate with the decreasing number of neurons. If for example only 3 neurons are used in the hidden layer, we get the result shown in Fig. 12.
Contrary to intuition, there is also a problem with neural network having too many neurons. If we discard longer training times needed when network has more neurons in hidden layer, a problem of overfitting might appear as well. If we use the network with 200 neurons in the hidden layer and then analyze with 500 values in the [-10,10] interval, we get the result shown in Fig. 13.

We can clearly see that many points are far from the target values, despite the goal of the training being reached.

V. CONCLUSION

Neural networks are still a hot topic within artificial intelligence field. In this paper a simple two layer perceptron used for function approximation is made in Python using Neurolab library. All the steps in the program are thoroughly explained. The performance of the network is also analyzed and the dependence of the network performance on the number of training samples and the number of neurons in the hidden layer are demonstrated. The whole procedure is valuable for anyone starting the study of neural networks and wanting them to be implemented in Python. The further step into more complex neural networks is facilitated in this way.
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