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Abstract: Software Project Managers are often faced with the dilemma of estimating the cost and duration of new projects and enhancement requests. The software industry is relatively new, and surveys conclude that software size and effort estimation is a challenge and needs research solutions. In the last three decades, research has come up with a substantial amount of analysis and study resulting in a variety of software estimation models. Recently, with the onset of Machine Learning and AI related technologies, numerous models have been evidenced that provides better technical accuracy to the problem of software estimation. At the same time, research still evidences that Estimation based on Expert Judgment remains the most widely used methodology. While estimating smaller units of work as in an enhancement or maintenance project is less error-prone, previous research does not report enough accuracy. The objective of this research is to bring a structure to the EJ methodology and bring in consistency and accuracy to an otherwise human-centered and intuition led approach. We employed a lean and straightforward work breakdown (WBS) to each of the enhancement requests that were put up to a support team for estimation purposes. We evidence that our approach of employing this work-breakdown can bring in two-fold improvement to the estimation process while using expert judgment. This approach also ensures a stable estimation process as evidenced through experiments using Statistical Process Control techniques. We applied our methodology to one of the projects in an IT organization and collected data from two years of operations. Comparing our results with other previous studies, we were able to reduce the error to 25% of the value of this metric, while more than doubling the accuracy of predictionsthat PRED(25).

Index Terms: Effort Estimation, Effort Variation, Quality Control Charts, Schedule Estimation, Schedule Variation, Process Maturity Analysis, Software Maintenance Projects, Statistical Process Control

I. INTRODUCTION

Software technologies and development methodologies are changing day by day. There are vast differences in the complexities of the projects, and there is a genuine need for improved methods by which projects can be estimated. Software effort estimation is essential since all downstream activities such as planning, budgeting, team allocation and the actual execution of the project are based on the initial estimate. Magne Jørgensen reports that nearly 67% of the projects fail due to inaccurate estimation[1] Many scholars and industry experts have arrived at a variety of models employing manual, algorithmic and non-algorithmic techniques. The more prominent and recent ones include Expert Judgment, Analogy estimation and recently estimation using Machine Learning and Deep Learning techniques. However, Expert Judgment is employed in around 40% of the software projects executed. This paper evidences the outcome of an experiment conducted in a real-life software maintenance project where a structured approach in Expert Judgment was employed. In the rest of the paper, section II provides the background of the experiment and relevant studies. This section also highlights the performance metrics that has been used to evaluate the outcome of the experiment. Section III elaborates the experiment and the nature of the project wherein this experiment was conducted and the estimation template that was used to gather data from the team. Section IV describes the methodology and the statistical tools and analysis employed. Section V provides an explanatory review of the data collected and explains the relevance of each parameter, in the context of the experiment. The statistical tests performed along with detail of the Data analysis is elaborated in Section VI. Section VII discusses the results of the study along with the performance metrics, followed by the limitations imposed by the experiment and conclusions, respectively.

II. BACKGROUND WORK

Although the many modern methodologies defined for Software Estimation, Expert Judgment[2] remains the most widely practiced estimation methodologies [3]. Other scholars have attempted simplified EJ methodologies [4].

A. Expert Judgment

Expert judgment in a software project is based on the expertise of a senior member who has been exposed to the technology and the environment in which a product is developed. However, EJ is often criticized for its lack of accuracy. Despite this, there are specific, compelling reasons for the extensive use of EJ:

1) Quick turnaround in estimating
2) Can be done easily and with the help of an expert
3) Very little other skills required than the requirements
4) Estimation effort is minimal compared to others
5) Estimation effort is relatively inexpensive
6) Simplicity and intuitiveness

EJ is based on one’s experience and is closely related to the context of the expert’s development environment. However, the same rationale becomes counter-productive while evaluating the accuracy and predictability of the estimation process.
The estimation is glued to the local development environment; so, its use cannot be generic. Several reasons have contributed to this: studies consistently report that formal methods in comparison to expert estimation produce more accurate estimates [3]. However, they are hard to understand. EJ is easy to implement since it is flexible regarding the type and format of the information used to produce estimates [5].

A study conducted by Christopher Rush and Rajkumar Roy [6] tried to present the case of EJ. They tried to model the reasons and inferences in the process of EJ and thereby rationalize the process. EJ has been the very first model to evolve and still has acceptance. Brown also recommends Analogy estimation [7]. It is widely accepted that a better estimate can be derived using comparisons.

A rigorous EJ based model that gained some acceptance is the Delphi technique but is something that lacks practicality.

**B. Work Breakdown Structure**

A work breakdown structure (WBS) organizes work into manageable units. The Project Management Body of Knowledge [8] defines the work breakdown structure as a "deliverable-oriented hierarchical decomposition of the work to be executed by the project team." Breaking the work into smaller units makes the activities and the tasks clear to the team employed.

Jørgensen has evidenced that the format of the estimation request has an impact on the estimation itself [9]. There are a few other studies that explored a WBS based approach in estimation [10], [11].

For our experiment, we implemented a straightforward work-breakdown structure to capture the effort required to develop each maintenance request. Only those requests have been considered where the effort is lower than 500 hours. Tasks that require more than 500 hours for execution are considered projects and the team must allocate additional staff and treats these requests as an individual project due to the magnitude of effort.

**C. Performance Metrics**

The accuracy of the estimation process is evaluated and reported using the following formula used by research scholars for prediction problems [12]. For any prediction,

**Magnitude of Relative Error (MRE):** Measures the absolute estimation accuracy and is defined as:

\[
MRE = \frac{|ActualEffort - PredictedEffort|}{ActualEffort}
\]  

**Mean Magnitude of Relative Error (MMRE):** The Mean Magnitude of Relative Error (MMRE) is given as:

\[
MMRE = \frac{1}{n} \sum_{i=1}^{n} \frac{|ActualEffort - PredictedEffort|}{ActualEffort}
\]

**Prediction (PRED):** For several projects, the prediction at level \( p \) is defined as:

\[
PRED(p) = \frac{k}{n}
\]

\( k \) is the number of projects where the MRE is within a tolerance designated by \( p \). Acceptable threshold values of MMRE and PRED were first published by [13], and later, by other scholars [14].

**D. Process Capability Index**

It is widespread to mention process quality in terms of 'n' Sigma [15]. Our framework employs Control Charts to evaluate the accuracy of an estimate. To do away with the tediousness of mundane calculations, we use a tool set built on R, an open-source statistical tool that has gained much popularity these days. It is free to use and compelling, thanks to developers around the globe who keep on adding to its already rich feature set.

We also use a specialized R-package called “qcc”, specifically developed to create control charts.

**Table 1: Process Capability Index and Qualitative Ratings**

<table>
<thead>
<tr>
<th>Capability index and conditions</th>
<th>Quality Condition</th>
<th>( Ci ) Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Inadequate</td>
<td>( Ci &lt; 1.00 )</td>
<td></td>
</tr>
<tr>
<td>Capable</td>
<td>( 1 \leq Ci \leq 1.33 )</td>
<td></td>
</tr>
<tr>
<td>Satisfactory</td>
<td>( 1.33 &lt; Ci &lt; 1.5 )</td>
<td></td>
</tr>
<tr>
<td>Excellent</td>
<td>( 1.5 &lt; Ci &lt; 2.00 )</td>
<td></td>
</tr>
<tr>
<td>Super</td>
<td>( 2 \leq Ci )</td>
<td></td>
</tr>
</tbody>
</table>

This section explores the capability of the process followed by the EJ methodology to estimate effort. Process capability indices are used in many industries to provide a quantitative indicator of process ability and performance. Process capability indices, \( C_p \) and \( C_{pk} \), provide standard numerical values to evaluate and predict the performance of processes [5].

\( C_p \) is process capability, which is a simple indicator of process capability.

\( C_{pk} \) is an index (a number) that indicates how close a process runs within specified limits. Lower the index, there is a high probability that a run will go out of the specified limits. The criteria used to decide whether the process meets the requirements and corresponding qualitative mappings are provided in Table 1.

**Calculating \( C_{pk} \) and \( P_{pu} \):** The Process Capability Indices are measured using the given formula [15]:

\[
P_p = \frac{(USL - LSL)}{6 \times Std. \ dev}
\]

\[
C_{pl} = \frac{(Mean - LSL)}{3 \times Std. \ dev}
\]

\[
C_{pu} = \frac{(Mean - USL)}{3 \times Std. \ dev}
\]

Published By: Blue Eyes Intelligence Engineering & Sciences Publication
\[ C_{pk} = \text{Min}(C_{pl}, C_{pu}) \]

\[ (6) \]

\[ C_{pu} = \text{Max}(C_{pl}, C_{pu}) \]

\[ (7) \]

E. Types of Software Projects

Software projects are classified into different types based on the nature of tasks undertaken and their time-lines. While the basic service remains the same, such a classification helps managers to understand the right kind of measurement systems to be put in place for each kind of project [16], [17].

There are different types of the project depending on the nature of the work undertaken. The following gives a broad nomenclature:

1) Maintenance Projects

Software maintenance is the task of making changes to a software application to provide newer functionality based on user requirements or incorporate fixes to issues that are identified while in use. Maintenance projects could also be termed Support projects when the tasks addressed are incidents and needs to be resolved in a time bound manner due to business impacts.

2) Enhancement Projects

Enhancements are larger in scope compared to maintenance requests (tickets) and usually involve a negotiation between the vendor and the client on the effort estimate before the work is commenced. Typical maintenance requests are estimated to be 40 to 200 hours and may take from a week to a couple of months for resolution.

Both projects fall under the category of support projects distinctly from a development project. Due to the difference in scope, there is usually more scrutiny on maintenance estimates as compared to support tickets. An enhancement project augments or adds additional features to an existing application or product.

III. The Experiment

The WBS based estimation framework that we used is based on the activities performed in a typical maintenance or enhancement project.

A. The Project under study

A team has supported the engagement under analysis for more than 5 years. The team is well versed in the domain and business background of the client. It comprises of Developers, Senior Developers and Technical Leads who work from India. The team operates out of one offshore location for a remote client.

The process starts as the team receives an enhancement request from the client. The Senior Tech Lead estimates the request for related tasks in discussion with team members to come up with the estimate. This estimate is communicated back to the client manager. After his approval, the team starts activities on the ticket.

B. Our WBS Framework

We broke down the activities as listed in Table II so that they could be reliably estimated for the effort and duration by the expert who provided the estimate. This template was used to estimate all the maintenance requests triggered by the client IT department during the period the study was performed.

The form was intentionally kept simple to motivate the team to use the template. As part of the management activities, the planned start date, the actual start date, the planned end date, and the actual end date were captured in addition to the planned effort and actual effort. The “effort” looks at the amount of time required to execute the task while the “schedule” refers to the number of calendar days required to execute the project. This helped us later to evaluate the variations in the effort as well as variations in schedule. With data collected in this format, we were able to derive the estimated effort, actual effort, planned schedule and actual schedule for each task individually. The template defined as part of the experiment was used by the expert in the team for estimation and maintained under version control for future reference.

IV. METHODOLOGY

The data collection methodology and the procedure for analysis is elaborated in this section.

A. Data Collection

Data was collected from this engagement for 2 years. Only the enhancements/tasks that were completed during the sampling period were considered for the analysis.

Data was collected based on a pre-defined template to facilitate structured consolidation and analysis. The template that we defined for the purpose is provided in Table II. This was prepared in consultation with the team and was based on the activities within the scope of the project.

<table>
<thead>
<tr>
<th>Task Estimation Template</th>
</tr>
</thead>
<tbody>
<tr>
<td>Task</td>
</tr>
<tr>
<td>Analyze Requirements / Build Test Cases</td>
</tr>
<tr>
<td>Analyze Requirements</td>
</tr>
<tr>
<td>Creating the Functional Specification document</td>
</tr>
<tr>
<td>Review Functional Specification document</td>
</tr>
<tr>
<td>Functional Spec - incorporate review comments</td>
</tr>
<tr>
<td>Create Unit Test Cases</td>
</tr>
<tr>
<td>Review Unit Test Cases</td>
</tr>
<tr>
<td>Unit Test Case - incorporate review comments</td>
</tr>
<tr>
<td>Create Integration Test Cases</td>
</tr>
<tr>
<td>Review Integration Test Cases</td>
</tr>
<tr>
<td>Integration Test Case - incorporate review comments</td>
</tr>
<tr>
<td>Create User Acceptance Test Scripts</td>
</tr>
<tr>
<td>Review User Acceptance Test Scripts</td>
</tr>
<tr>
<td>Acceptance Test Script - incorporate review comments</td>
</tr>
<tr>
<td>Technical Design</td>
</tr>
<tr>
<td>Technical Design Document</td>
</tr>
</tbody>
</table>
for using R is its free availability and its full acceptance by the research community in recent times.

V. EXPLORATORY DATA ANALYSIS

A minimum set of parameters have been captured regarding the tasks performed in the project. These are Planned Effort, Planned Schedule, Count of Staff, Actual Effort, and Actual Schedule. Effort and Schedule variances are derived from the parameters already captured. The data parameters consolidated are:

A. Estimated Effort
Estimated effort is the number of hours required to complete the task as envisaged by the Senior Technical Lead in discussion with the development team. This is measured in the number of Hours required per task.

B. Estimated Schedule (Duration)
The estimated schedule is the duration (in number of days) by which the task can be completed, different from the effort estimate. For instance, a task estimated for 60 hours could be completed in one day or 5 days based on the number of developers employed. The schedule is estimated separately from the effort based on dependencies a task might have with others, out of or within the control of the execution team, measured in the number of days per task.

B. Statistical Tools and Analysis

C. Actual Effort

<table>
<thead>
<tr>
<th>Variable</th>
<th>vars</th>
<th>n</th>
<th>mean</th>
<th>sd</th>
<th>median</th>
<th>trimmed</th>
<th>mad</th>
<th>min</th>
<th>max</th>
<th>range</th>
<th>skew</th>
<th>kurtosis</th>
<th>se</th>
</tr>
</thead>
<tbody>
<tr>
<td>Count. Empl</td>
<td>1</td>
<td>120</td>
<td>1.46</td>
<td>0.75</td>
<td>1</td>
<td>1.29</td>
<td>0</td>
<td>1</td>
<td>5</td>
<td>4</td>
<td>1.83</td>
<td>3.71</td>
<td>0.07</td>
</tr>
<tr>
<td>Est. Effort</td>
<td>2</td>
<td>120</td>
<td>169.48</td>
<td>160.56</td>
<td>120</td>
<td>138.09</td>
<td>82.28</td>
<td>24</td>
<td>746</td>
<td>722</td>
<td>1.65</td>
<td>1.93</td>
<td>14.66</td>
</tr>
<tr>
<td>Act. Effort</td>
<td>3</td>
<td>120</td>
<td>173.19</td>
<td>160.59</td>
<td>120</td>
<td>142.91</td>
<td>91.18</td>
<td>24</td>
<td>758</td>
<td>734</td>
<td>1.6</td>
<td>1.8</td>
<td>14.66</td>
</tr>
<tr>
<td>Est. Dur</td>
<td>4</td>
<td>120</td>
<td>25.37</td>
<td>19.93</td>
<td>18.5</td>
<td>22.56</td>
<td>17.05</td>
<td>3</td>
<td>80</td>
<td>77</td>
<td>0.98</td>
<td>0.65</td>
<td>1.82</td>
</tr>
<tr>
<td>Act. Dur</td>
<td>5</td>
<td>120</td>
<td>19.41</td>
<td>14.45</td>
<td>13</td>
<td>17.36</td>
<td>10.38</td>
<td>3</td>
<td>58</td>
<td>55</td>
<td>0.97</td>
<td>-0.06</td>
<td>1.32</td>
</tr>
<tr>
<td>Effort Var</td>
<td>6</td>
<td>120</td>
<td>-3.71</td>
<td>22.78</td>
<td>-0.3</td>
<td>-3.48</td>
<td>7.78</td>
<td>-67</td>
<td>138</td>
<td>205</td>
<td>1.91</td>
<td>13.24</td>
<td>2.08</td>
</tr>
<tr>
<td>Dur Var</td>
<td>7</td>
<td>120</td>
<td>5.96</td>
<td>6.51</td>
<td>5</td>
<td>5.31</td>
<td>5.93</td>
<td>-19</td>
<td>34</td>
<td>53</td>
<td>0.77</td>
<td>3.4</td>
<td>0.59</td>
</tr>
</tbody>
</table>

R is a free software tool for statistical computing which can run on Windows as well as Linux platform. In the last decade, R has become a crucial tool for computational statistics, machine learning, and visualization. R has millions of users currently and has become the indispensable tool of choice for data-driven companies like Google, Facebook, and LinkedIn [18].

Qcc is an R package written and maintained by Luca Scrucca. The latest package (v2.0) is available from Comprehensive R Archive Network (CRAN) source library. It is meant to produce Quality Control Charts for continuous, attribute and count data. It can also construct CUSUM and EWMA charts, operating characteristic curves and conduct Process Capability Analysis.

Metrics is an R package written and maintained by Ben Hammer. This is a set of evaluation metrics that are commonly used in supervised machine learning. Car is a package that has quite a few additional statistical functions beyond what is available in the base R [19].

Both packages are available free from CRAN. One reason

This refers to the time taken by an individual or the development team to complete the tasks.

D. Actual Schedule
This refers to the duration (in number of days) consumed by the development team to execute their tasks which is the difference between task completion and start dates. Where dependencies with the external team are involved in the accomplishment of tasks, there is a “stop clock” facilitated by the client implemented to ensure that the team is accountable only for the time that is in their control.

E. Estimation / Schedule Error
MRE (Magnitude of Relative Error) is one of the most widely used metrics to understand and evaluate prediction accuracy. Estimation is a case of prediction and the same formula can be employed to understand the ratio by which the actual deviates from the predicted (estimated).
In our framework, the relative errors of estimations are evaluated to understand how the errors are distributed, and the maturity of the process, against the Six Sigma benchmark.

VI. DATA ANALYSIS

We collected and tabulated 2 years’ data from the project, and the descriptive statistics is provided in Table III. For better accuracy and consistency, the scope of the tasks is limited based on the effort. For instance, in the example taken up here, it is assumed that tasks estimated are ones typically below 500 hours.

A. Control Limits

We depend on the qcc package to plot the control limits on the chart. Setting up the Control Chart:

Step 1: Plot the errors on the control chart using the ‘R’ command.

Step 2: The out of control points denote exceptional situations that occur during the process and should be removed.

Step 3: Plot the control chart again to check the distribution.

The above steps would need to be repeated until all points are within Upper and Lower control limits.

We calculated the MRE and MMRE values based on equations 1 and 2, respectively. The same steps were followed to calculate these metrics for the effort and schedule.

The variations (error) were used to plot a control chart to see the number of instances where the individual points overrun the Upper Control or Lower Control limit.

B. Effort Variation

The control chart for effort variation is given in Fig. 1. Following the process adopted by Montgomery, we plotted the MRE values on the control chart for effort and schedule separately. The MRE values that were off limits were removed in the first step and the control chart re-plotted. This step was iterated until there were no points beyond the Upper and Lower control limits.

The effort MRE for effort and schedule control charts went through 9, and 5 iterations respectively to get all points within the limits. These are shown in Fig. 1 and Fig. 2.

VII. RESULTS

We share the results of the study separately for Effort Estimation and Schedule Estimation. The performance metrics for Effort and Schedule is shown in Table IV. We got an MMRE of 7.29% for Effort estimation against a prediction capability of 94.16% accuracy with 25% tolerance. The effort estimation results were within 25% of the actual 94.16% of times. This shows a two-fold increase from the accuracy reported by the most recent study on the subject. However, in schedule estimation, the MMRE is 30.35% with a prediction accuracy of only 65%. Relatively, the low accuracy of schedule in comparison with effort estimation is due to the external dependencies that are beyond the team's control. While this does not have an impact on the actual effort consumed for the specific task, it will have an impact on the overall duration within which the task was planned to be completed. A comparative analysis of our results with similar research [20, 21, 22, 23] is given in Table VI. Our conclusion is that breaking up of the larger tasks into its component parts and estimating them provides an increased level of accuracy.

A. Results of the Process Capability Analysis

The outcome of the SPC analysis is discussed in Table V. $C_{pk}$ tells how close the process is to the target and how consistent the process is around the mean performance. The SPC charts for effort and schedule estimations are shown in Fig. 3 and Fig. 4 respectively.

<table>
<thead>
<tr>
<th>Prediction/ MMRE</th>
<th>Duration (Days)</th>
<th>Effort (Hours)</th>
</tr>
</thead>
<tbody>
<tr>
<td>PRED (5)</td>
<td>8.33%</td>
<td>50.83%</td>
</tr>
<tr>
<td>PRED (10)</td>
<td>10.00%</td>
<td>74.16%</td>
</tr>
<tr>
<td>PRED (15)</td>
<td>19.16%</td>
<td>84.16%</td>
</tr>
<tr>
<td>PRED (20)</td>
<td>38.33%</td>
<td>0.90%</td>
</tr>
<tr>
<td>PRED (25)</td>
<td>65.00%</td>
<td>94.16%</td>
</tr>
<tr>
<td>PRED (30)</td>
<td>86.66%</td>
<td>95.83%</td>
</tr>
<tr>
<td>MMRE</td>
<td>30.35%</td>
<td>7.29%</td>
</tr>
</tbody>
</table>

A $C_{pk}$ greater than 1.33 indicates that the process is adequate to meet the project goals. Between 1.33 and 1 means it requires deliberate intervention to make it higher and a $C_{pk}$ value less than 1.0 means that the process is not capable of meeting the
A $C_p$ measures the proximity of the reading to the center of the Upper and Lower cut off and how widely separated the readings are. In an ideal scenario, the standard deviation should be zero. A higher $C_p$ is indicative of the capability to meet the process requirements.

The $C_{pk}$ of 1.65 in the case of the Effort estimate evidences that the WBS based estimation process is capable to provide estimates consistently. At the same time, the $C_{pk}$ value of 0.05 indicates a failure of the process in estimating the schedule as required.

### Table 5: Results of the Process Capability Analysis

<table>
<thead>
<tr>
<th>Metric</th>
<th>Effort</th>
<th>Duration</th>
</tr>
</thead>
<tbody>
<tr>
<td>Value</td>
<td>2.50%</td>
<td>97.50%</td>
</tr>
<tr>
<td>Value</td>
<td>2.50%</td>
<td>97.50%</td>
</tr>
<tr>
<td>$C_p$</td>
<td>2.06</td>
<td>1.78</td>
</tr>
<tr>
<td>$C_{pk}$</td>
<td>2.46</td>
<td>2.18</td>
</tr>
<tr>
<td>$C_{pu}$</td>
<td>1.65</td>
<td>1.45</td>
</tr>
<tr>
<td>$C_{pl}$</td>
<td>1.65</td>
<td>1.42</td>
</tr>
<tr>
<td>$C_{pm}$</td>
<td>1.30</td>
<td>1.08</td>
</tr>
<tr>
<td>Exp&lt;LSL</td>
<td>0%</td>
<td>0%</td>
</tr>
<tr>
<td>Exp&gt;USL</td>
<td>0%</td>
<td>0%</td>
</tr>
<tr>
<td>Obs&lt;LSL</td>
<td>0%</td>
<td>0%</td>
</tr>
<tr>
<td>Obs&gt;USL</td>
<td>0%</td>
<td>0%</td>
</tr>
<tr>
<td>n</td>
<td>108</td>
<td>113</td>
</tr>
<tr>
<td>LSL</td>
<td>-0.25</td>
<td>0.25</td>
</tr>
<tr>
<td>USL</td>
<td>0.25</td>
<td>0.25</td>
</tr>
<tr>
<td>Center</td>
<td>0.04949</td>
<td>0.26590</td>
</tr>
<tr>
<td>StdDev</td>
<td>0.04054</td>
<td>0.10140</td>
</tr>
</tbody>
</table>

**Fig. 3: Process Capability for Effort Estimation**

**Fig. 4: Process Capability for Schedule Estimation**

### VIII. LIMITATIONS

The primary limitation with respect to our study is that this was conducted in a large organization, but within a very small project. When the team size is small, there is more predictability to each person’s tasks and completions as compared to a larger team. Additionally, the activities are small as evidenced by the mean value of 170 hours (Table III). Since this is at the most a week of activities when performed by a team of 3 people including developers and a tester, there is more visibility and control to the team members when compared to a big project.

The accuracy of the capability evaluations will increase when the sample size is large. In this experiment, each instance of estimation is considered a sample, and this poses limitations regarding the accuracy of the capability analysis.

### IX. CONCLUSION

Our experiment with a structured Work breakdown used together with Expert Judgment methodology yields very positive results. In the manual estimation of software effort, we were able to reduce the error to 25% of the value of this metric from the previously reported studies, while more than doubling the accuracy of the estimate within a given tolerance PRED(25). However, concerning schedule estimation, our framework needs considerable improvement as evidenced by the results the Process Capability Analysis. On further analysis, in retrospective, we understand that this wide variation in the schedule is due to the external dependencies that the team experienced during the execution of the development tasks. In most cases, the team does not possess complete control over these dependencies- delays in management approval, delay in getting requirement information from third-party vendors etc. Additionally, unanticipated absences from team members and unplanned holidays during festive seasons, all impact this metric.

The study also opens new avenues for further research. The extent to which this framework can be generalized across other types of software development, and in other environments is worth exploring.
A more extensive project database gains better insight into the Expert Judgment process. Also, given that this method continues to be employed by one-third of the projects worldwide, further research in this area is warranted.
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