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Abstract- Spoken words play a big role in individual lives of the 

people. The conversion process of message written in English text 

to equivalent spoken form is known as Speech Synthesis. The paper 

proposed is to convert text-to-speech (TTS) for regional languages. 

The proposed work is defined in three main aspects. The conversion 

of the English text to speech is the initial step. It is beneficial for 

the mute person, who would be able to have voice communication. 

It provides the text to local language speech conversion. It is 

beneficial for the regional persons to communicate with people. 

The integration of the presented system on the android platform is 

the final aspect. Genuineness and fluency are the two important 

features of the synthesized speech. The saving of the information 

from websites and documents that are in different language is 

supported by the text to speech system.  The necessary stages are 

character recognition, database formation and text to speech 

conversion. 

Keywords: Text-to-Speech conversion (TTS), Creation of 

database, character recognition. 

I. INTRODUCTION 

Text-to-Speech (TTS) conversion is performed on android 

platform environment. It is the process of automatically 

converting a text into speech that is similar to a natural 

language who is reading that text. Text-to-speech synthesizer 

(TTS) technology is used by computer to speak like us[3]. The 

TTS system accept sentences as its input and uses the system’s 

algorithm in the TTS engine then checks the sentences, pre-

processes them and the last step is to convert them to speech 

with some equations. The generated output is in form of sound 

that can be saved in audio format. 

There are two major process in the text to speech synthesis 

processes. The text analysis is first, the transcription of input 

text into a phonetic sound or some other language 

representation, and the next step is the generation of speech 

and then the result is generated from the given data.  
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The input text file may be in any form of data from a word 

processor, a mobile text-message, standard ASCII from e-

mail, or scanned text from any article. 

The presented paper aims at developing a working model of 

speech synthesizer for English as well as other languages that 

include Tamil and French for android based mobile phones 

along with light weight English speech database creation for 

android mobiles[5]. The work will make it user friendly 

environment for making the application effective. 

Syllable is a unit of speech that may be a full word or a 

single part of word which is separated by a vowel sound. For 

example “man” has only one syllable, whereas the word 

“writing” has two separate syllables and the word “syllable” 

has three separate syllables. 

There are totally 44 sounds of pronunciation in which 

consonants have about 22 of them and the remaining 22 is for 

vowels sounds. All the sounds of pronunciation are stored in a 

database for future use. When the text is read the wave file for 

every corresponding syllable are concatenated and played. 

Example: 

Word: usable 

Syllables: us-a-ble 

The wave file for the words that are given above when 

played it is in form of stammering and hard to understand the 

sound that is being played. It is because the syllable wave 

sound for each of the words are played one after the other and 

it is not in a continuous form with the sound that was 

previously played. It is important in choosing the sound unit 

with proper length so it is natural and understandable when the 

sound is generated. 

All the process is made easy by using the code available in 

the android studio which is used for converting the text-to- 

speech. In the proposed system we are going convert the text 

into multi language. First the user must login into the app then 

he should enter the text or choose the file or the SMS that will 

be converted into speech. After the conversion stage the 

speech is stored as an audio MP3 file in the device which can 

be used for later use[9]. An added feature in the proposed 

system is that the frequency of the sound can be adjusted 

according to our choice. 

Conversion for characters to sound is not an impossible 

task.  

 

Textaloud Assistant App Development for 

Multilanguage 
E.Kodhai, S.Abinayalakshmi, D.Pretha, D.Anjana

 



Textaloud Assistant App Development For Multilanguage 

 

2 

Published By: 
Blue Eyes Intelligence Engineering 

& Sciences Publication  Retrieval Number: G10010587S19/19©BEIESP 

Since in the language of English there are only 26 letters 

and each of them have a different sound.  

It is not recommended at the user level to convert characters 

to speech while a lengthy text has to be read because it will be 

hard to understand the words that is being read character by 

character. 

When each character is read the wave file can be played, the 

other method is to play the wave file each word that is being 

read though it is practically not possible to store for all the 

words in the dictionary. So it is necessary to have an 

alternative way for backup. The initial attempt was to play the 

sound of each syllables in the word hence the word will be 

played as a whole. 

II. RELATED WORKS 

Erik Blankinship and Richard Beck [12] performed a work 

on ‘tools for expressive text to speech markup’. The paper is 

used by the handicapped for accessing the text to speech 

system developed for the poets and improve their 

performance. The author of the paper developed an application 

named as the poet shop where the user would be able to 

graphically change the volume and the pitch contours. The 

work is not smart enough for knowing where to place the 

stress in words and it does not create a natural sounding voice. 

Aidan Kehoe and Ian Pitt [9] performed a work on “designing 

help topics for use with text to speech”. For assisting the 

creation and testing of the materials for help presented for the 

users through the speech synthesis engines there have been 

many ways produced. In the paper, the initial process for the 

creation of a system that provides help topics for the TTS 

users. The sound of the speech produced by this was 

comparatively good and the accuracy was also improved. It is 

not designed to get the input text from the user instead it can 

only be able to read the content from the help system. 

EyubB.Kaise and YaregalAssable [11] published a paper on 

“concatenative speech synthesis for Amharic using unit 

selection method”. It defines the algorithms and methods that 

can convert general Amharic text to speech. This was 

designed to get the input from the user using user friendly 

interface. This can be used for only one language. The 

accuracy of this work was comparatively low. SheillyPaddaet 

al. [8] performed a work on “A step towards making an 

effective text to speech conversion system”. Text to Speech 

conversion for Punjabi language was discussed in this work. 

Here the accuracy of the work was improved with the help of 

huge database. This online application can only be able to 

synthesis the speech in regional languages.  

Swati Ahlawat and Rajiv Dahiya [10] published a paper on 

“A novel approach of text to speech conversion under android 

environment” that discusses the different approaches for the 

purpose of text to speech conversion. In this work, Text to 

speech TTS conversion is performed on android platform. It 

was the first work to convert regional language text to English 

speech in an android applications.  Its accuracy was good but 

it cannot browse for the file and could only convert the 

regional language to multiple languages which was a 

drawback. 

R. San-Segundo et al. [14] paper work “Multilingual 

Number Transcription for Text-to-Speech Conversion” they 

used a trainable conversion system with three modules and 

they use a number transcription method was used. It was 

developed for the synthesis of multi-language speech. Since 

must store all the language details it required a large data set 

for training the system which was a major drawback.  

In the paper work of ItunuoluwaIsewon et al. [8] “Design 

and Implementation of Text To Speech Conversion for 

Visually Impaired People” was proposed. It used a 

concatenating speech synthesis method on an android 

platform. Instead of training the system with huge set of data, 

after the conversion of the text to speech the file was stored as 

an audio MP3 file in the system for later use. Its major issue 

was that it cannot browse for the file. 

The Paper work on “Android Based Punjabi TTS System” 

by Hardeep and Parminder Singh [1] was for developing a 

Text to speech system for Punjabi language. They had a 

special feature of browsing through the file in the mobile 

device or the SMS that is available in the device for adding it 

for the conversion purpose. Their drawback was the quality of 

the speech synthesized. 

The paper “Statistical Parametric Speech Synthesis 

Incorporating Generative Adversarial Networks” by Saito. Y 

et al. [10], proposes a method that use a GAN system which is 

known as the generative adversarial networks. In the paper a 

new system called the GAN networks was introduced it has 2 

neural networks a generator to deceive the discriminator and a 

discriminator to distinguish natural and generated 

samples. The natural speech and the generator speech 

parameters are distinguished using a discriminator. The 

quality of the speech synthesized is low when compared to 

that of the natural speech even though powerful deep neural 

networks techniques are applied. There are training given to 

the acoustic models for generating high-quality speech are 

studied in the existing system since they can be used for both 

TTS and VC. There is over-smoothing effect on the speech 

parameters that is generated from these models is the one of 

the quality degradation issues observed in the generated 

speech. Though deep neural networks had been used to 

improve the quality of the speech there are certain problems 

associated with the speech quality. This was implemented in a 

computer it is not available in mobile devices. 

III. PROPOSED SYSTEM 

The proposed system can convert typed text or the text from 

any browsed document into speech. The proposed system 

consider the input sentence, and analyze the sentence word by 

word in order to find out their corresponding phonemes.  
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It makes use of the phoneme audio library in order to 

concatenate the phonemes obtained from the previous step and 

finally it plays the audio which sounds similar to the speech.  

The proposed system is capable of producing the waveform 

for the generated speech sound. After the conversion process 

the speech is stored as an audio MP3 file in the device which 

can be used for later use. An added feature in the proposed 

system is that the frequency of the sound can be adjusted 

according to our choice. This application can be implemented 

with the help of android studio. 

Fig 1 displays the system architecture of the Text-To-

Speech Conversion application. 

 

Fig .1 Architecture of the System 

The proposed system has 4 basic modules they are as follows: 

 Registration module 

 Language Selection module 

 Text processing module 

 Speech synthesis module 

Registration Module 

The Registration is one of the primary modules which is 

used for signing up into the application for accessing the 

features of the application. It helps the user to create an 

account for them for accessing the content. This module 

requests the basic information of the user for the creation of an 

account. Once the user logged into the app he can enter the 

text or choose the file or the SMS that should be converted 

into speech. 

It can be used for registering the users into the application 

and would be able to access the restricted features of the 

application[8]. A guest user will also be able to access this 

application but may not be able to access some of the features 

of the app. The user would be able to register only once for 

avoiding confusions. Once registered the user would be able to 

login into the app the user’s id and password of his account. 

The most important task is the creation of database for the text 

to speech system which is used to save all the information 

about the user. The major criteria for designing the TTS 

system is the selection of the suitable database which serve the 

purpose. 

Language Selection Module 

Conversion for characters to sound is not an impossible 

task. Since in the language of English there are only 26 letters 

and each of them have a different sound. It is not 

recommended at the user level to convert characters to speech 

while a lengthy text has to be read because it will be hard to 

understand the words that is being read character by character. 

In character to speech conversion it is must to generate the 

file that stores the waveform for each word in the sentences 

which is read. It is also necessary to play the wave file which 

is generated[2].  Clearly it is not possible to store each and 

every words that are present in the dictionary. Here it becomes 

mandatory for having some other alternative ways. The first 

way was to play full word that is playing the syllables of a 

word. 

Apps may include certain resources that are very specific to 

a particular language. Language selection module provides the 

opportunity for the user to select the desired language to 

which the text must be converted to the speech. In this 

module, some of the tradition oriented strings may be included 

in the app that must be translated to the language chosen by 

the user. This module resolves language and culture-specific 

resources based on the chosen language. This is made possible 

with the help of the resource directory in the Android studio 

which is used for the implementation process. 

After the selection of the language the most critical step 

involved in this module is the selection of the most suitable 

parts of speech that will be output of smooth utterance of 

sounds. There are three major phases involved in the 

construction of inventory.  
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Usually, the natural speech is recorded in order to make sure 

that it includes all the used contexts. The units from the 

spoken speech data must be labeled then it is a must to choose 

the appropriate units. Sample collection from natural speech is 

basically time-consuming task. The most important task is to 

select correct samples for concatenation based on certain rules. 

Few users prefer a language that uses right-to-left (RTL) 

scripts, which include Arabic or Hebrew. Other user prefer to 

generate the content in a language that uses Right to left  

scripts, though they’ve set a language that uses Left to right  

scripts, such as English, as their UI locale. 

In order to fulfil the needs of both the users, the following 

features are to be included:  

 Need to employ the RTL UI layout for user who 

prefers RTL locales. 

 Need to determine the direction of text data that are 

to be displayed. In common, this process is done with 

the help of method call.   

Text Processing Module 

The input text is obtained using a text field, the text input 

can be obtained from a document in the device or from the 

SMS. The text may be a word or a sentence. The input text is 

split up by character since each character has its own sound. 

This process will help us to reduce the time for converting the 

text to speech. The database system which we use for the text 

to voice conversion process should contain the stored 

alphabets(a-z) and numbers(0-9) in waveform files (.wav) 

format. The final strategies the creation of text file (.txt). 

 

Fig .2 Default delay in the recorded sound 

 

Fig .3 Sound waves after the removal of delay 

Fig 2 depicts the waveform of sound being stored manually 

which already have an existing delay. These delays have to be 

deleted and the speech has to be re-written. Fig 3 shows the 

stage of the sound after the error is deleted. 

There may be some delay of sound by default in case of 

recording the sound. Such kind of time consuming task has to 

be avoided in order to have a continuous speech utterance. 

In this module, the input text that include the abbreviations, 

numbers and symbols are not considered. In natural language 

processing technique, usually the input sentence is spitted into 

words and their Parts of speech (POS). Finally tagger is 

assigned to each and every word by using method known as 

bigram technique. Then, each word is converted to phoneme 

transcription with the use of dictionary based approach. These 

features are considered as an input for the unit selection. 

After the conversion the speech output will be stored in the 

device as a MP3 audio file. This is done for future purposes 

for referring the stored content. 

Speech Synthesis Module 

Speech synthesizer is based on a computer system that is 

capable of reading aloud the given text, when it is given 

directly to the computer. 

Speech synthesis is defined as a generation of speech by 

‘grapheme to phoneme’ transcription by machines 

automatically. The written language has a smallest part known 

as a grapheme which does not carry any meaning. It includes 

alphabets, numbers, punctuations, and the individual marks of 

any of the world's writing systems. A phoneme is said to be 

"the smallest segmental unit of sound employed to form 

meaningful utterances". 

It is clear, that this involves some sort of input.  If the input 

given by us is the plain text, which does not have any 

additional phonetic information then the system is said to be 

the text-to-speech (TTS) system. The TTS system translates 

the ASCII sentence to speech.  

The most important step is the extraction of the 

pronunciation data of the message, so that we can obtain the 

string of symbols denoting sound (phonemes or allophones), 

edges of the words, phrases present in the given information.  

The next stage includes the method for finding the similarity 

among the various symbols and suitable data stored in the 

phonetic database and combining them to generate the 

acoustic waveform for the voice. 

To compute the output, the system need the following  

 

 The parameter value of the sounds stored in the 

database. 

 The various methods for generating the sound must 

be stored in the knowledge base. 
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IV. CONCLUSION 

This paper is a try made in order to implement the text to 

multi-language speech conversion using   text to speech 

conversion technology.  The ultimate aim is to develop an 

application which is easy to access, involves less cost and 

suitable for all real time purposes. With the help of this 

approach, we are given the access to read the sentence which 

is present in the file. It is also possible to read the text from the 

browser which can be used as the input to produce the output 

[6]. The speech is produced through the   speaker present in 

the phone or computer.  The approach which is defined in this 

paper has set of all policies for every alphabet, their method of 

pronunciation, the manner how they are used in standard 

dictionary. The time saving feature is added which provides 

access for the user to hear the generated speech 

simultaneously doing some other work. The users can also 

chose the file that as to be converted to speech from the stored 

files this will help people who are not able to perform write 

and read operation. The text present in the browsed content 

can also be very easily converted to speech. People who are 

visually challenged or completely blind may make use of this 

method for reading the documents and books. People who 

cannot speak   may utilize this method to convert given text to 

vocal sound. 
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