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 

      Abstract: Texture feature based classification of bone 

radiograph images to diagnose osteoporosis is a challenge for 

researchers. The Calcaneus Trabecular Bone (CTB) micro 

architecture is one of the important factor to recognise 

osteoporosis because of which the entire structure of CTB is 

impaired. The method organized in this paper has two parts, to 

classify the normal (control cases) and abnormal (osteoporotic 

cases) CTB images. The first part of this method is to distinguish 

the CTB micro architecture predisposing using first and second 

order directional derivative of Gaussian filter with different 

standard deviation to obtain the extremum (maximum and 

minimum) responses. To differentiate the texture features of an 

image by transformation of extremum responses using linear and 

nonlinear operations on extremum responses. To reduce the 

entire dimension of the texture features, quantization and 

adjacent scale coding with weighted multipliers are used to reduce 

the intensity variations of features. The second part of this method 

uses the reduced histogram features as a training data set to 

classify the normal and abnormal CTB images using nearest 

neighbourhood (NN) classifier. The tested results gives effective 

classification accuracy of CTB images with less texture feature 

dimension. Since this method uses weighted multipliers and 

quantization to reduce the feature dimension of image texture. 

The selection of weighted multiplier plays an important role to 

improve the classification accuracy to diagnose osteoporosis for 

an input noisy and noiseless image. The overall system proposed 

in this paper results better diagnose accuracy than the existing 

system.    

 

Index Terms: Classification, CTB images, Gaussian 

derivativefilters, Osteoporosis ,Quantization, Texture features,  

 

I. INTRODUCTION 

Osteoporosis is a disease condition which causes the 

trabecular bones to begin to fragile [1]. This condition is 

mostly seen in women, probably in menstruation ceases and 

men over the old age. It is characterized as loss of BMD and 

trabecular bone architectural variations [2]. When the 

trabecular bone density, thickness, and connectivity become  

low, the probability to get osteoporosis and femoral fracture 

becomes higher [3]. Fig. 1 shows the feet bones structure in  
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which Calcaneus bone is the largest tarsal bone, which 

supports the full body weight and bear very high degree of 

force. Calcaneus is comprises almost 90 % of trabecular bone 

encapsulated by thin cortical bone as shown in Fig. 2. Further 

this bone is considered to reflect the mechanical property of 

the common osteoporotic fracture bones such  as proximal 

femur and spine [4]. The trabecular bone thickness ranges 

from 100 – 150 µm, whereas the thickness  of cortical bone 

ranges between 1 - 5 mm [5]. Metabolic rate of trabecular 

bone is 8 times more when compared to cortical bone. 

Commonly, Osteoporosis is diagnosed by measuring BMD of 

the trabecular bone with a standard measurement technique 

known as DXA and are represented as T-score [6]. The World 

Health Organization describes the person with T-score of -2.5 

and below as osteoporotic and prominent to fracture risk. 

However, various investigators have found that only BMD 

estimation is not sufficient to determine fracture risk, and 

have suggested a role and importance of exploration of 

trabecular micro-architecture [7].Thus assessment of 

morphology and morphometric features of the trabecular and 

cortical bone provide substantial and useful information about 

severity of the osteoporosis and fractures [8]. Digital 

radiography is largely utilized modality for the analysis of 

bone related complications at various anatomical sites such as 

hip, femur, heel, spine and wrist. In particular, it has potential 

to fetch trabecular micro-architecture information that reflect 

in the Bio-medical imaging systems [8][9][10]. Thus, there 

has been ample scope for the research using radiography 

image analysis using texture based technique [11].Texture 

analysis is an effective method largely utilized for 

quantification of image features such as pixel intensity, pixel 

interrelationships, gray levels, and patterns etc which are 

distinguished by human vision. Applications of texture 

feature characterization are found in various medical and 

non-medical applications such as diagnoses using medical 

images, remote sensing, analysis of geological structures in 

images and microscope images [12]. Two techniques are 

commonly used to extract image texture features in spatial 

and spectral domain. Spatial methods are used to study the 

interrelationship between each pixel and its neighbours of an 

image with fine structures without apparent regularity. The 

spectral approaches based on various filters are utilized to 

record clinical measures with different imaging systems [13]. 

It provides a good spatial and frequency localization. 

Therefore, filters have 

extensively been used to 

epitomize image textures. 

Image texture classification 
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depends on the histogram of different filter techniques are 

used to analyse the image texture [14]. Co-occurrence matrix 

based image texture feature in dental panoramic radiographs 

and fractal dimension are measured within the cortex, cortical 

width measurement is one of the argument used to classify 

osteoporosis at femoral neck. Classification accuracy only 

cortical texture alone, cortical width alone with combined 

width and texture are 74.4%, 73.6 % and 80.0 % respectively 

[15]. Fractional Brownian motion model is used to compare 

isotropic and anisotropic images to distinguish normal and 

abnormal with image rotation [16]. Enhancement techniques 

are used as a pre-processing to intensify the detailed 

information present in the given image. Stacked Sparse Auto 

encoder with image subdivision is used to extract the feature 

of the image texture. These extracted features are used as a 

training data set to diagnose osteoporosis using SVM 

classifier. The experimental result shows diagnosis of 

osteoporosis accuracy rate around 90% [17]. Steerable 

pyramid filters are used to extract the texture information of 

the CTB images with SVM classifier to detect the 

osteoporosis [18]. Frequency separation method is 

incorporated to analyse the osteoporosis of the CTB images 

and SVM classifier is used to classify the normal and 

abnormal images [19]. Discrete dual tree wavelet transform 

(DDTWT) technique is used to decompose the texture 

information and SVM classifier to detect the osteoporosis 

[20]. Histogram based Gabor filter technique is used to 

analyse the trabecular structural information of CTB images 

with SVM classifier [21]. Both BMD and texture analysis of 

bone image gives better fracture assessments than only by 

bone mineral density (BMD) measurements [22]. Anisotropic 

Morlet [23] is used to analyse the intensity variations and 

neural network classifier is used to distinguish between 

normal and abnormal cases.  

 

 
  Fig.1: Feet bones Structure 

 

In this paper, the proposed method uses features of CTB 

image texture as a training dataset to classify whether the 

given test images are normal or abnormal. The 2-D derivative 

of Gaussian filter responses in different directions are used to 

analyse the intensity variations of the CTB image texture. 

These filter responses are used further to obtain features like 

edges, lines, blobs and ridges of the texture by performing 

mathematical operations on filter responses .Since these 

texture features dimension are large in size for further 

processing, so this paper uses binary, uniform quantization 

and adjacent scale coding with weighted multiplier technique 

are used to reduce the feature dimension. In the second stage 

of the paper keeps reduced texture features as a training 

dataset for classification [24], in which nearest 

neighbourhood classifier is use to classify the normal and 

abnormal image. 

 

 
 

Fig.2: Internal Structure of Calcaneus bone 

 

II. PROPOSED METHOD 

The training dataset consists of calcaneus radiograph 

images (N=116) of 58 different osteoporotic patients and 58 

different normal images with the resolution of 350x350 

pixels. Each pixel has 16-bit tiff format. Osteoporosis disease 

of calcaneus bone cause to predisposing of trabecular bone 

micro architecture leads to fracture the bone ,so in this paper 

the following proposed method are used to classify normal 

and abnormal images. The proposed method consist of four 

stages 1) Extremum Gaussian filters 2) Texture feature 

extraction  3) Reduction of Texture feature Dimension. 

4)  Classification using NN. 

 

A. Extremum Gaussian filters  

     The 2D Gaussian filter with mean µ = 0 and different scale 

of  sigma (σ ) as in (1) is used to derive extremum Gaussian 

filters. 

 

F (u, v) =                                              (1) 

 

The extremum Gaussian filters of five different sets are 

derived by considering first derivative of  Gaussian function 

as Fu as in (2)  and Fv as in (3) and second derivatives are Fuu 

as in (4) , Fvv  as in (5) , Fuv as in (6). 

      

 

    Fu = −                                           

(2) 
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Fv = −                                                  (3) 

Fuu = −    (1-  )                             (4) 

Fvv = −   (1- )                                (5) 

Fuv = −   (                                    (6) 

To obtain minimum and maximum response of the above 

mentioned filters for a given input images are 

  Iu = Fu ∗ I ,     Iv = Fv ∗ I ,   

  Iuu = Fuu ∗ I ,   Ivv = Fvv ∗ I     and   Iuv = Fuv ∗ I   

 

B. Texture feature extraction  

Predispose of CTB feature extraction is obtained by 

performing linear and non-linear mathematical operations on 

extremum filter responses [25].The linear operations are like 

gradient, extremum difference and the non-linear operations 

gives curved regions of the bone. 

 

a)  Gradient of image  

     Gradient of image along horizontal and vertical direction 

of first order derivative of Gaussian filter responses gives a 

maximum edge variation of the image texture as in (7).  
                                      

G =                                                     (7) 

b) Extremum Difference 
The maximum intensity variation of the texture information is 

achieved by considering the difference between the maximum and 

minimum second order derivative of Gaussian filter responses gives 

lines of image texture as in (8).  

 

D =                                               (8) 

c)  Curved Region 

The blobs and ridges in the curved region of the 

Calcaneus trabecular bone in different directions are 

represented as a CB and CR respectively, which are obtained 

by using derivative of Gaussian filter responses represented as 

in  (9) and  (10). 

 

CB = 0.5 – tan
-1

                                            (9) 

CR = tan
-1

                                                             (10) 

 

C. Reduction of Texture  feature Dimension 

    The aim is to reduce the memory size to store features of 

the CTB image with reduction in the computation cost for 

further processing. Since G and D are the linear features of an 

image texture, hence two-level thresholding is sufficient to 

reduce the feature dimension without loss of texture 

information  as in  (11). 

TG(i)                     (11) 

Where µg is the average value of gradient features and  

„i‟ „varies from 1 to M×N size of image. Similarly two-level 

thresholding approximation is applied for D features. Since 

noise degrades the perception quality and also it affects the 

intensity range of CTB image especially for CB and CR 

features. However CB gives blob region of bone which 

requires three-level thresholding i.e. LB = 3 for proper 

approximation  as in  (12) to reduce CB dimension. 

 

   TB(i) =                            (12) 

Osteoporosis affected CTB images usually appear like 

ridge region. Since CR gives a ridge portion of the image 

feature, it requires five-level thresholding i.e. LR = 5 to obtain 

finest texture information  as in (13).  

  TR(i) =                         (13)   

D. Histogram Feature Extraction 

     Three different histogram feature F1, F2 and F3 are 

calculated by considering the adjacent thresholding of TG, TD 

and TC with  different scales as  in  (14), (15) and  (16). 

F1 = TB(σ1;σ2) × wB +TG(σ1;σ2) × wG +TD(σ1;σ2) ×wD        (14)     

Where TB(σ1;σ2) × wB , TG(σ1;σ2) × wG , TD(σ1;σ2) × wD  are 

threshold  levels of σ1 = 1, σ2 = 3 of curvedness, gradient and 

extremum difference of image respectively and wB, wG, wD 

are weight multipliers. Similarly F2 is calculated with adjacent 

thresholding of  σ2 = 3, σ3 = 5. 

F2 = TB(σ2;σ3) ×wB +TG(σ2;σ3) ×wG +TD(σ2;σ3) ×wD           (15)              

F3 is calculated with adjacent thresholding of σ1 = 1,σ2 = 3 and 

σ3 = 5 of TR with wR weight multiplier. 

F3 = TR (σ1;σ2;σ3) × wR                                                   (16) 

Where wB , wG , wD , wR are the weight multipliers to adjust 

the range of F1 , F2 and F3 feature levels so that less number of 

features are sufficient to keep as a training data set for 

classification. where     wB  = (LB)
i
,  i = 1 to 0 ,     wG = (2)

i 
,          

i = 3 to 2 ,  wD = (2)
i
,  i = 1 to 0  and  wR = (LR)

i 
,    i = 2 to 0.  

Feature extraction depends on the weight multipliers, so 

selection of weight multipliers are playing important role to 

extract the  significant histogram features of F1, F2 and F3 . 

These histogram feature are the training data feature Hf  as in   
(17)  by appending  histogram features  ,   and  . 

The dimension of  Hf  is playing  important role during the  

testing process because , less dimension of  Hf  takes less time 

to diagnose whether the 

given CTB  is normal or 

abnormal.  
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hist (F1,0:[L
2

B  × 2
4
] - 1) 

hist(F2,0:[L
2

B  × 2
4
] - 1) 

hist (F3,0:L
3

R  - 1) 

Hf  = [ ,  , ]                                                   (17)   

                       

E. Classification using NN 

     Nearest Neighbourhood classifier is used to classify the 

normal and abnormal (Osteoporosis) CTB images. This 

classifier is very simple, it measures the minimum distance 

between the test and train image features. The distance vector 

Dv is calculated as in  (18) 

   Dv =                                               (18)            

Where Fsub = Ftest - Ftrain,  Fadd = Ftest + Ftrain  and L is the length 

of the feature vector. Ftest and Ftrain are test and train feature 

vector. The minimum value of distance vector Dv decides the 

given test image is normal or abnormal image.   

F.   Test image classification 

     Each test image is rotated by 20 times with different 

degrees. For each rotation there is abnormal or normal 

classification depending on the input image. Like this 20 

classification are occurring but greater than or equal 0.5 

probability of occurrence are treated as that of class .Table I: 

shows the one of the example to test Image with rotation in 

different degrees to classify the given test image is normal or 

abnormal. In Table I the Nr represents Normal and ANr   

represents Abnormal. 

III. RESULTS 

The experimental results are carried out on 58 normal and 

58 abnormal CTB images with region of interest for different 

patients are considered as a training database to diagnose the 

Osteoporosis with zero mean. However to improve the 

diagnose accuracy, images are rotated a 0
o
,1

o
, 2

 o
, 3

 o
, 4

 o
, 90

 o
, 

91
 o
, 92

 o
, 93

 o
, 94

 o
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 o
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 o
, 182

 o
, 183

 o
, 184

 o
 and 270

o
, 

271
o
, 272

o 
, 273

 o
, 274

o
 so that total number of trained images 

becomes 2320 (116×20) and 37 images are used to test the 

Osteoporosis by rotating each image 20 times. In this paper 

the proposed method uses directional extremum Gaussian 

filters of three different sizes 7×7 for σ = σ1, 13×13 for σ = σ2 

and 25×25 for σ = σ3 are used to calculate minimum and 

maximum responses with different scale . The Fig.3 shows 

filter response of size 25×25 for σ = 5. The 2×3 images are 

like abnormal input image, first derivative filter response Ix, Iy 

and second derivative filter response Ixx, Iyy, Ixy respectively. 

Similarly the Fig.4 shows filter responses for normal CTB 

input image. From these responses there is a texture intensity 

variations between normal and abnormal images in different 

directions are helpful to give the information of predisposing 

of CTB images. 

The significant features like edges ,lines ,blobs and ridges 

in CTB image is one of the criterion to analyse the texture 

information .The transform features G, D, CB and CR are 

calculated using above mentioned equations for three 

different size of filters responses. Fig. 5 and 6 shows 1×4 

images are G, D, CB and CR of abnormal and normal image 

features for filter size 25×25 respectively. Since G and D are 

linear operations .The lines and edges are dense in normal 

CTB images than abnormal because the abnormal bones are 

porous and CB and CR are non-linear operations gives the 

curvature parts of the texture image information. The CB gives 

the blob portion of curvature information, with more spacing 

in abnormal than normal image. The CR gives ridge portion of 

information, which is more in abnormal image.  

Table I 

Test Image Rotation in  different Degrees 

 
 

Table I (a) 

Test  image = Normal (NR) 

Test  image 

rotation in 

degrees 

0 1 2 3 4 

Classification 

of each image 

NR NR NR NR NR 

Actual  

classification 

Normal (NR) 

Table I (b) 

Test  image = Normal (NR) 

Test  image 

rotation in 

degrees 

90 91 92 93 94 

Classification 

of each image 

NR ANR NR ANR NR 

Actual  

classification 

Normal (NR) 

Table I (c) 

Test  image = Normal (NR) 

Test  image 

rotation in 

degrees 

180 181 182 183 184 

Classification 

of each image 

ANR NR NR ANR ANR 

Actual  

classification 

Normal (NR) 

Table I (d) 

Test  image = Normal (NR) 

Test  image 

rotation in 

degrees 

270 271 272 273 274 

Classification 

of each image 

ANR NR NR NR NR 

Actual  

classification 

Normal (NR) 

 

 

 

The proposed method uses quantization to reduce feature 

dimension to save storage space for trained dataset. 
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Fig. 3: Abnormal image filter responses 

 

Since G and D are linear operations, the two-level 

quantization is sufficient to keep the significant information 

and CB and CR are non-linear operation, which requires 

uniform quantization to keep curvature portion 

effectively.Experimentally the quantization levels are  

adjusted  by  LB  and  LR . If  LB  ≤  1  and  LR  ≤  1 no 

 

 

 

Fig. 4: Normal image filter responses 

 

 

 

Fig. 5:Features of abnormal image 

quantization used. If LB = 2 and LR = 2 two level quantization, 

LB = 3 and LR = 3 three level quantization like this  will 

continue till  seven level quantization. 

 

 

 

Fig. 6: Features of normal image 

 

 

 

 

Fig. 7:Abnormal Quantized feature image 

 

 

 
 

Fig. 8: Normal Quantized feature image 

 

The fig. 7 and 8 shows the abnormal and normal quantized 

features  of an image for filter size 25×25 with  LB = 0.8 and 

LR = 0.1 . 

The Table II: shows the classification accuracy for an  input 

image without noise for different values of LB and LR. FD is 

feature dimension of each image, TP is true positive, FN is fasle 

negative, TN is true negative, FP false positive. In this paper 

the selection of LB and LR are very important to keep the 

intensity range of feature in order to maintain a maximum 

number of feature within the bins, which in turn reduces the 

feature dimension. For small value of LB and LR gives the less 

dimension since the maximum number of features present 

within a single bin.But this less dimension feature is not 

sufficient to diagnose Osteoporosis , even abnormal test 

image is treated as normal as shown in  

 

 

Table II : For       LB = 0.8 and    

LR = 0.1 the proposed system 

gives better accuracy with 

less dimension. However 
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less accuracy with more dimension results of  increasing LB 

and LR  values. Because of quantization,this in turn gives 

more number of histogram bin which leads to change in the 

texture information. For LB = 0.8 and LR = 0.1, the overall 

percentage accuracy of the system is 94.59. 

Table II 

Classification accuracy without noise 

 

Even for less value of LB and LR gives less accuracy because 

of less texture information. But the proposed method works 

for LB must be greater than LR.The Table III: shows accuracy 

for different σ values. The proposed method gives better 

accuracy for σ = 1,3,5 with LB = 0.8 and LR = 0.1. The Table 

IV: shows percentage of standard measures for without noisy 

input.The method gives better results for σ = 1,3,5 with 94.44 

% sensitivity for abnormal test images, 94.73 % specificity for 

normal test images. 94.44 % positive preidctive value (PPV) 

gives probability of exactly abnormal test images.      94.73% 

negative preidctive value (NPV) gives probability of exactly 

for normal test images. 94.44 % , F1 score gives precision 

which signify the normal and abnormal rate. The receiver 

operating characteristics (ROC) curve for   LB = 0.8 and LR = 

0.1 with different σ values as shown in fig. 9. ROC is one of 

the objective measures for viewers evaluation. This curves 

gives trade offs between the sensitivity and the specificity of a 

test images. The curve shows better diagnose rate for σ = 

1,3,5 because it occupies entire region in the graph.  The 

Table V: shows the classification accuracy with additive white 

gaussian noise of varying SNR for LB = 0.8 and LR = 0.1 with   

σ = 1,3,5.Since noise affects the intensity of an images,the 

accuracy also increasing by increasing the SNR .However it 

gives better accuracy at 50 dB.There is a some amount of false 

positive and false negative due to this there is a reduction in 

the accuracy as well as it gives less specificity. For a little 

amount of increasing SNR the proposed method gives better 

performance as shown in Table VI. By increasing SNR the 

proposed method gives  better ROC curve as shown in fig.10. 

The Table VII shows the comparision between different 

methods to diagnose the osteoporosis. The proposed method 

gives better accuracy and also less feature dimension than the 

other methods. 

 

Table III 

Classification accuracy for three sigma values 

 

 

Table IV 

            Percentage of standard measures for without noise. 

 

 

Table V                   

          Classification accuracy with noise 

Sigma=1,3,5           LB=0.8,          LR=0.1            

SNR 
(DB) 

Percentage   of   

accuracy 

TP FN TN FP %  of 

Accura

cy N AN 

40 38.84 77.77 14 04 07 12 56.75 

43 47.36 83.33 15 03 09 10 64.86 

44 52.63 83.33 15 03 10 09 67.56 

46 63.15 83.33 15 03 12 07 72.97 

47 78.94 88.88 16 02 15 04 83.78 

50 89.47 94.44 17 01 17 02 91.89 

 

 

 

Fig. 9: ROC curve for different σ values 

 

 

 

 

Sigma values  = 1,3,5.   Feature Dimension (FD).    

Total =37. Abnormal  (AN)  = 18.    Normal  (N) = 19. 

 
LB LR FD  Percentage   of   

accuracy 

TP FN TN FP 

 

N AN 
0.4 0.1 5 63.15 44.44 8 10 12 7 

 
0.6 0.1 11 68.42 72.22 13 05 13 6 

 
0.8 0.1 21 94.73 94.44 17 01 18 1 

 
1 0.5 33 63.15 83.33 15 03 12 7 

 
2 1 128 52.63 77.77 14 04 10 9 

 
3 2 296 63.15 83.33 15 03 12 7 

 

LB=0.8         LR=0.1      Total = 37  Feature Dimension (FD).    

Abnormal   (AN)  = 18.    Normal  (N) = 19. 

Three     

sigma 

values   

 

FD  
Percentage   of   

accuracy 

 

TP 

 

FN 

 

TN 

 

FP 

N A N 

0.5,1.5,

2.5 

21 63.15 61.11 11 07 12 7 

1,2,3 21 57.89 72.22 13 05 11 8 

1,3,5 21 94.73 94.44 17 01 18 1 

2,4,6 21 84.21 61.11 11 07 16 3 

LB=0.8,          LR=0.1            

Three     

sigma 

values   

Sensitivit

y 

Specificity F1 

-Score 

PPV NPV 

0.5,1.5,2.5 61.11 63.15 61.11 61.11 63.15 

1,2,3 72.22 57.89 66.66 61.90 68.75 

1,3,5 94.44 94.73 94.44 94.44 94.73 

2,4,6 61.11 84.21 68.74 78.57 69.56 
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Table VI 

Percentage of standard measures with noise 

 

N=37 

SNR

(DB) 
Sensitivity Specificit

y 

F1- 

Scor

e 

PPV NPV 

    40 77.7 36.8 63.3 53.8 63.6 

43 83.3 47.3 69.7 60.0 75.0 

44 83.3 52.6 71.4 62.5 76.9 

46 83.3 63.1 74.9 68.1 80.0 

47 88.8 78.9 84.1 80.0 88.2 

50 94.4 89.4 92.0 89.4 94.4 

 

 

Table  VII 

Accuracy for Different methods 

 

 

Fig. 10 :ROC curve for different SNR 

 

IV.   CONCLUSION 

Diagnose of osteoporosis CTB images based on texture 

analysis is still challenging field since there is no difference 

between normal and abnormal images for human perception. 

Many researchers have proposed different methods to 

diagnose osteoporosis accuracy depending on computation 

complexity. The proposed methods depends on image 

texture,which results better classification accuracy in the 

presence and absence of noise with exsiting methods because 

texture analysis is based on three different gaussian derivative 

filter size of different scale with different directions to 

produce the maximum and minimum responses. Further 

texture features are reduced by applying quantization .This in 

turn helps to keep significant texture feature as a training 

dataset to diagnose osteoporosis. Finally a simple NN 

classifier is used to detect whether the given test image is 

normal or abnormal.Lastly the proposed method in terms of 

accuracy, reduction in dimension ,with respect to sensitivity 

and specificity etc. in all aspects the performance measures 

are better than the existing.This methodology could be used to 

diagnose osteoporosis for other anatomical sites which are 

rich in trabecular structure. By selecting appropriate code 

map is a further challenging to diagnose osteoporosis in the 

given CTB images. 

REFERENCES 

1.   Paola Pisani, Francesco C .et al, “Estimation of Femoral Neck bone 

mineral density by ultrasound scanning: Preliminary results and 

feasibility”, Measurement Journal Elsevier, pp 480-486, 2016. 

2.   Nasrin Afsarimanesh, Md Eshrat E Alahi et al, “ Smart Sensing System 

for Early Detection of Bone Loss: Current Status and Future 

Possibilities”, Journal of Sensor Actuator Networks, pp 8691-8709, 

2018. 

3.   Agarwal S.C., Dumitriu M., Tomlinson G.A and     Grynpas M.D, 

“Medieval trabecular bone architecture:the influence of age,sex,and 

lifestyle,” Am.J.Phys.Anthropol., Vol.124 ,pp.33-44, 2004. 

4.   Daftary,A., Haims, A.H.and Baumgaertner M.R., “Fractures of the 

calcaneus:A review with emphasis on CT”, Radiographics, Vol.25 

,pp.1215-1226, 2005. 

5.   Wehrli, F.W, “Structural and functional assessment of trabecular and 

cortical bone by micro magnetic resonance 

imaging”,J.Magn.Reson.Im., Vol.25 ,pp.390-409, 2007. 

6.   Glen M Blake, “ The role of DXA bone density scans in the diagnosis 

and treatment of Osteoporosis, Postgrad Med,” pp. 509-517,2007. 

7.   Hulme, P.A., Boyd,S.K. and Ferguson, S.J. ,“Regional variation in 

vertebral bone morphology and its contribution to vertebral fracture 

strength, Bone”, Vol.41, pp. 946-957,2007. 

8.   Corroler, T.L., Halgrin, J., Pithioux, M., Guenoun, D., Charbrand, P. et 

al, “Combination of texture analysis and bone mineral density improves 

the prediction of fracture load in human femurs”, Osteoporosis Int., 

Vol.23,pp. 163-169,2012. 

9.   Zhou Hongfu, Zhang Zheng et al, “An Ultrasonic Instrument for 

Osteoporosis Detecting”, Springer International Publishing Switzerland, 

pp 175-182, 2014. 

10. Mahmoud Al-Ayyoub, Duha Al-Zghool et al, “ Determining the Type of 

Long Bone Fractures in X-Ray Images”,Wseas transactions on 

Information Science and Applications, pp 2224-3402, Vol. 10, 2013. 

11. Huh, K.h., Yi, W.J., Jeon, I.S., Heo, M.S., Lee, S.S., Choi, S.C., Lee,J.I. 

and Lee, Y.K. “Relationship between twodimensional and 

three-dimensional bone architecture in predicting the mechanical 

strength of the pig mandible”, Oral. Surg. Oral. Med. Oral. Pathol. Oral. 

Radiol. Endod.,Vol. 101, pp. 363-373,2006. 

12. Kassner, A. and thronhill, R.E, “Texture analysis: a review of neurologic 

MR imaging applications”, Am. J. Neuroradiol, Vol.3, pp. 

307-333,2001. 

13. Boehm, H.F., Gregory, J.S., Bullmore, E, “ Using randon transform of 

standard radiographs of the hip to differentiate between 

post-menopausal women with and without fracture of the proximal 

femur”, Osteoporosis,2004. 

14. Jun Zhang,Heng Zhao,Jimin Liang, “Continuous rotation invariant local 

descriptors for texton dictionary-based texture classification”, Computer 

Vision and Image Understanding, pp.56-75, 2013. 

15. Martin G. Roberts, James Graham et al , “Image Texture in Dental 

Panoramic Radiographs as Potential Biomarker of Osteoporosis”,ieee 

transactions on biomedical engineering, Vol. 60, September 2013. 

16. Khaled Harrar. Roberts, James Graham et al , “Oriented fractal analysis 

for improved bone microarchitecture characterization”,IEEE 

transactions on biomedical engineering, Vol. 60, September 2013. 

17. Yassine Nasser,Mohammed El Hassouni et al, “Diagnosis of 

osteoporosis disease from bone X-ray images with Stacked Sparse 

Autoencoder and SVM classifier”,Advanced Technologies for Signal 

and Image Processing,pp. 22-24, 2017. 

18. Abdessamad.T,Mohammed El Hassouni et al, “Osteoporosis Diagnosis 

using Steerable pyramid Decomposition and Fractional Brownian 

Motion”, 5th International Conference on Image Processing Theory, 

Tools and Application , pp.309-312,2015. 

19. Abdessamad.T,Mohammed El Hassouni et al, “Osteoporosis Diagnosis 

using frequency separation and Fractional Brownian 

Motion”,International Conference on Wireless Networks and Mobile 

Communication, 2017. 

20. Hind Oulhaj,Mohammed Rziza 

et al, “Anisotropic Discrete 

Dual-Tree Wavelet Transform 

for Improved Classification of 

Method Classification % Of Accuracy 

Steerable Pyramid SVM 93 

Frequency Separation SVM 94 

DDTWT SVM 93 

Gabor Filters SVM 93 

Proposed NN 94.44 



Texture Feature Extraction of CTB Radiograph Image Using Derivative Gaussian filter With NN Classification 

to Diagnose Osteoporosis 

 

67 

 

Published By: 

Blue Eyes Intelligence Engineering 

& Sciences Publication  Retrieval Number: G5866058719/19©BEIESP 

 

 

Trabecular Bone”,IEEE transactions on biomedical imaging,Vol.36 ,pp. 

2077-2086, 2017. 

21. Hany M. Harb,Abeer S Desuky et al, “Histogram of Oriented Gradients 

and Texture Features for Bone Texture Characterization”,International 

Journal of Computer Applications,Vol.165, pp. 0975-8887, 2017. 

22. E.Lespessailles,C.Gadois et al, “Clinical interest of bone texture analysis 

in Osteoporosis:a case control multicenter study”,International 

Osteoporosis Foundation and National Osteoporosis Foundation” 

,Vol.19,pp. 1019-1028, 2008. 

23. Mohammed EI Hassouni,Rachid Jennane et al, “Texture Analysis for 

Trabecular Bone X-Ray Images Using Anisotropic Morlet Wavelet and 

Renyi Entropy”, International Conference on Image and Signal 

Processing,Vol. 7340), pp 290-297, 2012. 

24. Keni Zheng ,Sokratis M et al, “Bone Texture Characterization for 

Osteoporosis Diagnosis using Digital Radiography”, Conf Proc IEEE 

Eng Med Biol Soc., pp 1034-1037, 2016. 

25. Jin Xie,Lei Zhang et al,  “A Study of Hand Back Skin Texture Patterns 

for Personal Identification and Gender Classification”, Sensor Journal, 

pp 8691-8709, 2012. 

AUTHORS PROFILE 

 

Kavita Avinash Patil Assistant Professor, 

Electronics and communication 

Department, East Point College of 

Engineering & Technology, Bangalore,  

Karnataka India. Research scholar, 

Visvesvaraya Technological University 

Karnataka University. Area of interest - 

Biomedical Engineering. Total 7 years of 

teaching experience She has published 2 

papers in national conferences. 

 

 

Dr. K V Mahendra Prashanth obtained his 

B.E. (ECE) at NIE, Mysore; M.E. (PE) from 

UVCE Bangalore. He received his Ph.D. 

degreefrom Visvesvaraya Technological 

University. Presently, working as Professor & 

Head of Department of Electronics & 

Communication Engineering. He has around 

28 years of Experience in teaching including 

7 years in Research.He has published several 

papers in the international and National 

journals and presented papers in International conferences. Two technical 

papers authored by him were being adjudged as the top two papers; as per the 

survey report issued by BIO MED publications.His areas of interests are 

signal processing, active control, Bio-Medical engineering and VLSI. At 

present he is guiding four Research Scholars.Dr. KVM Prashanth has 

received a number of awards from INTEL, KSCST, JVTM etc.,  at State & 

National level for being guided projects. Jnana VijnanaSamithi, Bengaluru 

has conferred “Shikshana Shilpi” award during 2017in recognition of his 

contributions as a Teacher and Researcher. Centre for Leadership 

Development, Venus International Foundation has conferred “Distinguished 

Leader” Awardduring 2018. He is contributing asa Reviewer for 

international Journal. He is serving as Member, Board of Studies for various 

Universities and institutes. He is the Member of IEEE, Acoustical society of 

India, ISTE, Institute of Engineers, India, International Institute of Acoustics 

& Vibration, ACCS etc., 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

https://www.ncbi.nlm.nih.gov/entrez/eutils/elink.fcgi?dbfrom=pubmed&retmode=ref&cmd=prlinks&id=28268501
https://www.ncbi.nlm.nih.gov/entrez/eutils/elink.fcgi?dbfrom=pubmed&retmode=ref&cmd=prlinks&id=28268501

