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Abstract: The recent advancements in artificial intelligence make the world into recognizing the objects, learning the environment, and predicting the forthcoming sequences. Emerging of embedded technology leads to decrease the cost of surveillance systems. The surveillance systems are capturing the environment and stored in memory. Machine learning is utilized for processing the data to aware of the scenario. This paper is considered the idea of using the video for recognizing the human action and behavior. This paper is proposed the integration of convolutional neural network and long short-term memory recurrent neural network for processing the video. The convolution processes the given input that produces the informative spatial features. The extracted features directed into long short-term module to generate temporal features. The feature maps of long short-term memory component fed into proposed attention element. It captures the highly valuable informative features in the frame of video. The actions are recognized from the informative features using softmax module. This model is used to recognize the human actions from video. The experimental results proved that proposed model performed better with accuracy.

Index Terms: attention model, behavior, CNN, human action, LSTM.

I. INTRODUCTION

The recognition of human activity is one of the primary issues in real-time environment. At present, researchers have been working on this issue since it has received sensible attention in the computer vision. Human activity analysis is used in different industry and security applications such as intelligent surveillance system, etc. An individual action has recognized and provided good performance in recognizing process [1-2]. But, it is not recognizing the activity in multiple people environment. Because, most of the real-time scenario consists multiple people interactions or movement.

Context based human action recognition has been proposed that improved the conventional target-centered action recognition. Lan et. al. has presented an action recognition method using encoding the human interactions between multiple people [3]. Choi et. al. has exploited spatial-temporal features to observe the adjacent human actions [4]. Most of an existing human action recognition methods exploits the people as context information without considering the background context information, location in which the activity is taken place, the locality of human within the scene, etc. [5].

The existing approaches have exploited the context information either as input features to random forest classifier [4] and support vector machine [6] or fused the context information over probabilistic methods such as conditional random fields. Deep Neural Network (DNN) models have the processing influence in fusing multi-sources of context information. The multi-layer deep architecture is capable of handling the probabilistic reasoning, hidden neurons integration to fuse complex level representations of the raw input feature [7].

Smart cities are emerging in worldwide since the growing of population and advancement in ICT tools. Smart homes are also increasing to handle the electronics and electrical equipment’s over the mobile phone. The primary methods of human action recognition are vision and sensor based monitoring. The sensor-based action recognition and prediction is widely used in intelligent environments [8, 9]. The vision-based action methods are led to make the user concern about the privacy [10].

II. RELATED WORK

The emerging of sensor network technology leads to exploit the sensor-based action recognition and monitoring in real-time applications. The sensors are generating the sequential and time series data that changes the state parameters. These parameters value is processed using fusion, probabilistic or statistical models for recognizing the human activity recognition. It consists two different techniques such as data-driven and knowledge-driven for recognizing the human action in sensor-based environment. First method data-driven is utilizing the data mining and machine learning approaches to observe the action [11].

In supervised machine learning, human actions are learned and recognizing the activity from gathered sensor data. In Data-driven method, labelled huge datasets are utilized to learn the human actions through training phase with various classifiers. The past domain knowledge is utilized in knowledge-driven methods that avoids the manual labeling process for training datasets. Ismail and Hassan have presented the approach to extract the action features from the human body that is used for recognizing many actions [12]. Chen et al. proposed activity recognition method using prior domain knowledge of experts [13]. An ontology-based methods have represented the features explicitly to facilitate reusability, interoperability and portability [14-16]. Human mobility patterns and device utilization is predicted using compression, hidden-markov model, and sequence matching approach that enables the system to
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recognize the human needs in surveillance environment. Human action is recognized in smart environments.

The two types of human behaviors models are intra-activity behavior defines how the human performs activity and inter-activity behavior defines the actions and activity sequences [17]. An action sequences are utilized for modeling the inter-activity human behavior that predicts the future behavior. It provides the fine-grained descriptors of human activity during extracting the features from particular sensor-based environment. Human behavior is the combination of various components that make a complex structure. Action is defined as simple and short sensible movement of organ in a body such as keeping a book on the table, close the door, clapping, etc. Human activity is defined as the sequence of complex conduct of movements such as playing a football, watching a television, riding the bi-cycle, etc. Human behavior defines how the human done the activities at various situations.

This paper presents the inter-activity human behavior model that showed how actions are performed. The characteristic of sensor-based environment algorithm is flexible to process the data of intelligent environments. It is mapped the raw sensor input into actions features. Hoey et al. have been proposed the action recognition model that process the video and mapping the actions to evaluate the task of patients’ hand-washing with dementia disease [18]. Kruger et al. have been presented the model that process the inertial measurement and mapping the actions to describe the activities through state-space computational models. The actions are clustered into various classes [19].

The Convolution Neural Network (CNN) is one of the model to extract spatial features of images using the convolution layers. These layers consist the orientation-sensitive filters [20] and also captures the temporal features from the video dataset [21]. The traditional Recurrent Neural Network (RNN) approach combined with Long Short Term Memory (LSTM) to enable the network to preserve various time sequential data with long-term dependencies [22].

III. HUMAN ACTION RECOGNITION USING LSTM-RNN

LSTM is exploited with an attention model to improve the performance in translation [23] and image tagging [24]. LSTM is provided the good performance in activity prediction from video. However, it does not consider the spatial correlation. Shi et al. have extended the CNN model with adding the more convolutions in the network that captures the spatial and temporal features from the video frames to improve the performance [25].

This paper proposes a novel architecture for human action recognition using LSTM based RNN from video frames. The proposed method contains CNN, LSTM and attention model. The convolution layer captures the spatial information. Consequently, LSTM layer captures the temporal feature information. The attention model is combined with LSTM that captures the important feature information of video that avoid the unwanted noise from the frames. It leads to improves recognizing performance of the

LSTM based network. The output of LSTM is a vector that notifies temporal feature information of video frames.

Fig 1. shows the LSTM-RNN framework with convolutional features and attention model. The CNN is filtered the spatial information from each frame of video and LSTM-RNN is explored the temporal information among the various frames in video. Here, attention model is combined with LSTM-RNN. The training phase of the network model is used the video labels for action recognition. The CNN is captured the different spatial information such as curves, shapes, location, invariance, rotation invariance, etc.). Attention model is used to emphasis the moving objects than entire image or static background that decreases the effect background effect. It led to increase performance of designed network model.

The CNN is used for extracting the spatial information from the RGB video frames using the combination of convolution and pooling process. The weights are initialized randomly and bias is included as input in every hidden layer. The feature maps are generated from fully connected layer of CNN. Each feature map consists F x F x C dimension. F x F represents the feature vector size, and C represents number of kernels. The FCNN feature maps (fm) (i.e output of CNN layer) are presented in matrices for the video length V.

\[
F_{CNN} = [f^1_m, f^2_m, ..., f^m_m] \\
F_{CNN} \in \mathbb{R}^{F \times F \times C \times V}
\]  

Fig 1. LSTM-RNN framework with attention model

The output of CNN is fed as input to the LSTM layer. The LSTM structure is showed in Fig. 2. LSTM consists the many components such as input gate, forget gate, input modulation gate and output gate. The input feature vector represents as xt, cell state as Ct, hidden state as ht and output state asOt. The output is the tanh computation of hidden state. Hidden state values are computed using previous cell (Ct-1) and hidden (ht-1) states.

Fig 2. LSTM structure
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Cell state contains the input frame and memory information. It processes the frames and preserves the information of sequences over time. It is also capturing the long-term dependence information. LSTM consist the advantage that overcome the gradient vanish during the backpropagation over time. The following equations showed the LSTM computation model. \( h_{t-1} \) indicates the previous hidden state, \( w, u \) are input vector features and hidden state weights respectively. \( b_p, b_f, b_i, b_g \) denote the bias terms of output gate, forget gate, input gate and input modulation gate respectively. The symbol \( \odot \) represents the Hadamard product. The long-term dependencies are captured with cell state and output.

The LSTM output is fed into temporal attention component that select the valuable information frames among all the frames in video. These valuable information frames are used to improve the action recognition performance. The attention model output is computed and generated the feature output.

The feature vector consists the informative data which is received from video frames. These informative details are observed from by the attention model. It is mentioned in equation (9) \( I_t \) denotes the intermediate output of the model that is computed using \( \tanh \) activation function. It is computed using the weight parameters \( w_{fc} \) of fully connected layer and LSTM output \( o_t \) and bias \( b_{fc} \).

\[
I_t = \tanh (w_{fc} o_t + b_{fc})
\]  

(9)

Softmax is utilized for computing the classification of action from N number of important frames of the video. N represents the number of frames and \( W_{fc} \) denotes the weight parameter to the tth component of softmax function. \( Output_t \) represents the probability of the important information frame to decide the action recognition.

\[
Output_t = \frac{\exp (W_{fc} I_t)}{\sum_{t=1}^{N} \exp (W_{fc} I_t)}
\]  

(10)

The backpropagation is proposed to tune the weights in the network to attain the performance in training phase. The cross entropy is proposed as a cost function J that is defined as follows.

\[
J = -\text{argmax} \sum_{i=1}^{P} \text{ground truth}_i \log (\text{Output}_i)
\]  

(11)

\( P \) stands for the number of action classes. \( \text{ground truth}_i \) denotes the true labelled action and \( \text{Output}_i \) represents the predicted action label from the proposed network model.

IV. EXPERIMENTAL SETUP

The proposed network model is evaluated through experiments for recognizing the actions in video. The public dataset UCF Sports [26] is exploited for classifying the human actions. Each video file consists the various number of frames. This proposed method considered the group of 40 frames per video [27] that provide better performance. Tensorflow is used for experimenting the model and used the optimization model Adaptive Moment Estimation (Adam). The learning rate is fixed for weights tuning as 10-3. The data is normalized and batch size is given as 40.

V. RESULTS AND DISCUSSIONS

The proposed approach has been tested with UCF Sports dataset. The proposed method’s experimental results have been presented that shows improvement of recognizing process using attention model with LSTM. It performed better using LSTM with attention model. The Table 1 denotes the results of various models and compared with proposed method. The proposed method is performed slightly better than the fully connected layer LSTM model with respect to using attention and without attention model component in the network.

<table>
<thead>
<tr>
<th>Approaches</th>
<th>Without attention model</th>
<th>With attention model</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fully connected LSTM</td>
<td>77.42%</td>
<td>79.00%</td>
</tr>
<tr>
<td>Proposed method</td>
<td>78.65%</td>
<td>82.03%</td>
</tr>
</tbody>
</table>

Table 1. Performance comparison

Fig 3 shows the various action sequences. The proposed model is recognized the actions using the LSTM based RNN model.

<table>
<thead>
<tr>
<th>Approaches</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Spatio-temporal</td>
<td>85.60%</td>
</tr>
<tr>
<td>Binary CNN-Flow</td>
<td>94.80%</td>
</tr>
<tr>
<td>SGSH[38]</td>
<td>90.90%</td>
</tr>
<tr>
<td>Proposed method</td>
<td>90.05%</td>
</tr>
</tbody>
</table>

Table 2. Performance comparison with accuracy
The Table 2 shows the accuracy of various methods and compare with proposed model. The proposed model is performed 0.8% to 4% better than two approaches. However, it is underperformed than the binary CNN-Flow method. This results proves the model performs slightly better than other methods.

VI. CONCLUSION

This paper is proposed the LSTM with attention model. The video is processed into sequence of frames. The RGB frames fed into CNN model to extract the informative features of frames such as curve, edge, color. The extracted features consist the shapes, outlines, coordinates, location orientation, etc. The LSTM is processed these spatial feature maps and results are produced as valuable temporal information features. The attention model component is proposed to identify the highly valuable informative features of video to recognize the action. The human actions are recognized using this proposed model. The results showed that proposed model performed slightly better than other methods. This work would be extended to produce good results to compare with binary-flow CNN model.
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